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Nonstabilizerness, or magic, is an essential quantum resource for perform-
ing universal quantum computation. Specifically, Robustness of Magic (RoM)
characterizes the usefulness of a given quantum state for non-Clifford oper-
ations. While the mathematical formalism of RoM is concise, determining
RoM in practice is highly challenging due to the necessity of dealing with a
super-exponential number of stabilizer states. In this work, we present novel
algorithms to compute RoM. The key technique is a subroutine for calculating
overlaps between all stabilizer states and a target state, with the following re-
markable features: (i) the time complexity per state is reduced exponentially,
and (ii) the total space complexity is reduced super-exponentially. Based on
this subroutine, we present algorithms to compute RoM for arbitrary states
up to n = 8 qubits, whereas the naive method requires a memory size of at
least 86 PiB, which is infeasible for any current classical computer. Addition-
ally, the proposed subroutine enables the computation of stabilizer fidelity for
a mixed state up to n = 8 qubits. We further propose novel algorithms that
exploit prior knowledge of the structure of the target quantum state, such as
permutation symmetry or disentanglement, and numerically demonstrate our
results for copies of magic states and partially disentangled quantum states.
This series of algorithms constitutes a comprehensive “handbook” for scaling
up the computation of RoM. We envision that the proposed technique will also
apply to the computation of other quantum resource measures.

1 Introduction
Universal fault-tolerant quantum computation is often formulated such that the elementary
gates consist of both classically simulatable gates and costful gates, such as in the most
well-known Clifford+T formalism of the magic state model [1, 2, 3, 4, 5, 6, 7]. Since the con-
sumption of the non-Clifford gates is indispensable for any quantum advantage [8, 9, 10, 11],
there is a surging need to evaluate the complexity of quantum circuits using the framework
of resource theory, in order to explore the boundary of quantum and classical comput-
ers [12, 13, 14, 15, 16, 17, 18]. One such attempt is the proposal of a quantity called
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Robustness of Magic (RoM) by Howard and Campbell [19, 20, 21]; RoM characterizes the
classical simulation overhead or complexity of a given quantum state based on its effec-
tive amount of magic, and it geometrically quantifies the distance from the convex set of
stabilizer states. More advanced resource measures have been proposed for quantifying
the classical simulation cost, such as the stabilizer rank/extent [12, 22] and dyadic nega-
tivity [16], while RoM remains one of the most insightful measures in the context of gate
synthesis. Together with the fact that the mathematical formulation of RoM is among the
simplest and, hence, insightful for building large-scale computation techniques for other
monotones as well, we focus on the computation of RoM in this work.

Although we can reduce the computation of RoM to a simple L1 norm minimization
problem, since the set of stabilizer states grows super-exponentially with the number of
qubits n, the time and space complexity become prohibitively large, making computations
for n > 5 qubits extremely challenging. For instance, memory consumption explodes to
86 PiB already for an n = 8 qubit system. Existing works have attempted to mitigate
this burden; for example, Heinrich et al. proposed leveraging the symmetry of the target
state [21]. By exploiting the permutation symmetry between copies of identical states and
internal (or local) symmetry, they demonstrated that up to n = 26 qubits RoM can be
computed for symmetric magic states such as |H⟩⊗n used for T -gates. However, when
investigating the magic resource of noisy states, there has been no valid method to scale
up the resource characterization.

In this work, we propose a systematic procedure, presented in Table 1 and Fig. 1,
to compute RoM that overcomes the limitations of existing methods. Central to our
approach is a subroutine that computes the overlaps of a given quantum state with all
stabilizer states, featuring (i) exponentially faster time complexity per state and (ii) super-
exponentially smaller space complexity in total. Utilizing this subroutine, we present algo-
rithms that surpass the current state-of-the-art RoM calculation results for arbitrary states
up to n = 8 qubits. Furthermore, we extend the capability of these methods by incorporat-
ing preknowledge of the target quantum state’s structure, such as permutation symmetry
and decoupled structure, demonstrating that we can approximate RoM for multiple copies
of arbitrary single-qubit states up to n = 17 qubits.

The remainder of this work is organized as follows. In Sec. 2, we present the prelimi-
naries regarding the formalism of RoM. In Sec. 3, we first give the main subroutine on the
overlap calculation in Theorem 1 and then present the algorithms that compute RoM with
the reduced computational resource by utilizing the information of overlaps. In Sec. 4, we
present algorithms for practical target states that are decoupled from each other, such as
the multiple copies of single-qubit states or tensor products over subsystems. Finally, in
Sec. 5, we provide the discussion and future perspective of our work.

Method Target Qubit count Exact/Approximate
Naive LP [19] Arbitrary n ≤ 5 Exact

Column Generation (CG) Arbitrary n ≤ 8 Exact
Minimal Feasible Solution Arbitrary n ≤ 14 2n-approximation

Symmetry Reduction ρ⊗n n ≤ 17 Exact up to n ≤ 7
Partition Optimization

⊗
i ρi n ≤ 15 Approximation

Symmetry Reduction [21] ρ⊗n
H,F n ≤ 26 Exact up to n ≤ 9, 10

Table 1: Methods for calculating RoM. We can apply the top three methods to arbitrary n-qubit states,
whereas the subsequent three assume specific structures such as permutation symmetry, decoupled
structure, and local symmetry, respectively.
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Figure 1: Flow chart of RoM computation.

2 Preliminaries
2.1 Stabilizer State
Let Pn = {±1,±i}×{I,X, Y, Z}⊗n denote the n-qubit Pauli group. For any n-qubit stabi-
lizer state |ϕ⟩, we define the stabilizer group of |ϕ⟩ as Stab(|ϕ⟩) = ⟨P1, . . . , Pn⟩, where P ∈
Stab(|ϕ⟩) satisfies P |ϕ⟩ = |ϕ⟩ and each Pi ∈ Pn is an independent stabilizer generator. We
denote the entire set of n-qubit stabilizer states by Sn, whose size scales super-exponentially
as |Sn| = 2n∏n−1

k=0(2n−k + 1) = 2O(n2) [23, Proposition 2][24, Proposition 2]. Additionally,
we denote their convex hull as STABn = {

∑
j xjσj | σj ∈ Sn, xj ≥ 0,

∑
j xj = 1}. There

are concise representations of a stabilizer state, such as the stabilizer tableau [23] or the
check matrix representation [2, Section 10.5.1]. In this paper, we use the check matrix
representation. For a stabilizer group ⟨P1, . . . , Pn⟩, let each generator Pi be expressed as

Pi = (−1)δiPi,1 ⊗ Pi,2 ⊗ · · · ⊗ Pi,n, (1)

where Pi,j ∈ {I,X, Y, Z} and δi ∈ {0, 1}. Note that the complex term is unnecessary. For
any element P ∈ {±1} × {I,X, Y, Z}⊗n, if iP is in the stabilizer group, then (iP )(iP ) =
−I⊗n should also be an element, which is a contradiction. Let F2 be the finite field with
two elements. The check matrix of the stabilizer group is an Fn×2n

2 matrix defined as

C := [Xn Zn]

where (Xn)i,j ∈ F2 is 1 iff Pi,j is X or Y , and (Zn)i,j ∈ F2 is 1 iff Pi,j is Z or Y . The
i-th generator Pi corresponds to the i-th row vector of the matrix C, which is denoted by
r(Pi). Using this check matrix representation, we can confirm the independence and the
commutativity of stabilizer generators as follows:

Lemma 1 ([2, Proposition 10.3]). The generators {P1, . . . , Pn}( ̸∋ −I⊗n) are mutually
independent iff the rows of the corresponding check matrix C are linearly independent.
Lemma 2 ([2, Exercise 10.33]). The generators {P1, . . . , Pn} are commute ([Pi, Pj ] = 0)

iff the corresponding check matrix C satisfies C
(

0 In

In 0

)
C⊤ = 0, where In is the identity

matrix of size n.
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2.2 Robustness of Magic
Robustness of Magic (RoM) of a given n-qubit quantum state ρ can be interpreted as
distance from the polytope of free states STABn and is defined as [19][25, Section 2]

R(ρ) := min
σ+,σ−∈STABn

{2p+ 1 | ρ = (p+ 1)σ+ − pσ−, p ≥ 0} . (2)

Given the entire set of stabilizer states Sn = {σj}|Sn|
j=1, it is straightforward to demonstrate

that this yields an equivalent expression as

R(ρ) = min
x∈R|Sn|

∥x∥1
∣∣∣∣∣∣ ρ =

|Sn|∑
j=1

xjσj

 ,
which can be further simplified as

R(ρ) = min
x∈R|Sn|

{∥x∥1 | Anx = b} . (3)

Here, we have utilized the unique decomposition of the quantum state into n-qubit Pauli
operators defined by bi = Tr[Piρ] and (An)i,j = Tr[Piσj ] where Pi (1 ≤ i ≤ 4n) is the
i-th Pauli operator in {I,X, Y, Z}⊗n. We call b as the Pauli vector of ρ, which can be
computed with time complexity of O(n4n) as described in Appendix B.1. Let σj ∈ Sn be
expressed as |ϕj⟩⟨ϕj |, and aj denote the j-th column of An. Note that (aj)i = (An)i,j

is 1(= Tr[Pi |ϕj⟩⟨ϕj |]) if Pi is a stabilizer of |ϕj⟩, −1 if −Pi is a stabilizer of |ϕj⟩, and 0
otherwise. In practice, one may solve Eq. (3) as

minimize
u

∑
i

ui

subject to
(
An −An

)
u = b,

u ≥ 0,

(4)

where the inequality for u is element-wise. This is a standard form of Linear Programming
(LP), and we can solve this by LP solvers such as Gurobi [26] or CVXPY [27, 28].

2.3 Dualized Robustness of Magic
Since RoM can be formalized via the standard form of the linear program, the strong duality
holds, which implies that the dual problem gives an equivalent definition. Concretely, RoM
can be computed via the following:

R(ρ) = max
y∈R4n

{
b⊤y

∣∣∣ −1 ≤ A⊤
n y ≤ 1

}
, (5)

where 1 is a length-|Sn| vector with all the elements given by unity. By nature of the
dual problem, any feasible solution yields a lower bound for RoM. For instance, RoM can
be lower-bounded by the st-norm ∥ρ∥st = 1

2n ∥b∥1 by taking y as yi = sgn(bi)/2n [21,
Appendix B].

For the subsequent discussion, we introduce some notations. Let C be a submatrix of
An with 4n rows. We define the set of all columns in An as An = {aj}|Sn|

j=1, and that in C
as C ⊆ An. We define the minimization problem Prob(C, b) as Eq. (4) using the matrix C
instead of An. We also define a function SolveLP(C, b) which solves Prob(C, b). It returns
the primal solution x for Eq. (3) and the dual solution y for Eq. (5).
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3 Scaling Up RoM Calculation for Arbitrary States
It is well known that linear programming problems are solvable in polynomial time to the
matrix size. However, the matrix size of An itself is 4n × |Sn| where |Sn| = 2O(n2), and
hence it is impractical to use the entire An to tackle n > 5 qubit systems [15].

Motivated by this challenging scenario, we propose numerical algorithms to compute
RoM for arbitrary quantum states, surpassing the state-of-the-art system size. The key
technique involves overlap calculation with two notable features: (i) the time complexity
is reduced from O(2n|Sn|) to O(n|Sn|), representing an exponential reduction from O(2n)
to O(n) per stabilizer state, and (ii) the space complexity is super-exponentially reduced
from O(2n|Sn|) to O(2n), as we avoid explicitly constructing the entire An.

Based on this subroutine, Algorithm 1, referred to as the top-overlap method, solves the
primal problem (3) using a limited set of stabilizers. These stabilizers are selected based
on the largest or smallest overlaps with the target quantum states. Algorithm 2, using
the Column Generation method, improves upon Algorithm 1. It iteratively adds stabilizer
states to the decomposition until all the inequality constraints in the dual problem (5) are
satisfied. This ensures that the algorithm provides exact RoM.

In the following, we first present the fast overlap computation algorithm in Sec. 3.1, and
then proceed to introduce two algorithms in Sec. 3.2 and 3.3, respectively. We demonstrate
that these algorithms allow us to compute exact RoM for systems up to n = 8 qubits. In
this context, the memory consumption for the subroutine is reduced by a factor of 108;
compared to the entire An size of 86 PiB, we can execute the subroutine only with 512 MiB.

3.1 Core Subroutine: Fast Computation of Stabilizer Overlaps
First, we introduce the core subroutine in our work that computes the overlaps between
all the stabilizer states and the target state, i.e., A⊤

n b, or the stabilizer overlaps in short.
When we resort to a naive calculation, it requires the time complexity of O(2n|Sn|) to
compute all the stabilizer overlaps via the matrix-vector product of A⊤

n b, even if we utilize
the sparsity of An. We can speed up this subroutine to O(n|Sn|).

Theorem 1 (Computing stabilizer overlaps). A⊤
n b can be computed in O(n|Sn|) time and

in O(2n) extra space excluding inputs and outputs.

As we detail later in Sec. 3.2, this technique is crucial for scaling up RoM calculation to
larger systems. To prove Theorem 1, it is beneficial to utilize the Fast Walsh–Hadamard
Transform (FWHT) algorithm [29], which performs matrix-vector product operations when
the matrix has a certain tensor product structure. Here we use the unnormalized Walsh–

Hadamard matrix Hn :=
(

1 1
1 −1

)⊗n

, and refer to the matrix-vector multiplication of Hn

as the FWHT algorithm. As evident from the pseudocode in Appendix A, its computational
cost is as follows.

Lemma 3 (Complexity of FWHT algorithm). In-place matrix-vector multiplication of Hn

can be done with time complexity of O(n2n) and space complexity of O(2n).

Indeed, An is essentially constructed from unnormalized Walsh–Hadamard matrices
(see Fig. 2). We define Wn as the set of all sparsified Walsh–Hadamard matrices, which

can be represented as

[
Hn

0

]
∈ R4n×2n by appropriately reordering and flipping the signs

of the rows. An is formed by concatenating these W ∈ Wn as follows:
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I I
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Figure 2: Visualization of An for n = 2. As stated in Lemma 4, An is composed of Wi ∈ Wn.

Lemma 4 (Construction of An). For all n ∈ N, using Wj ∈ Wn, An can be written as

An =
[
W1 · · · W|Sn|/2n

]
,

and there exists a constructive method to enumerate {Wj}|Sn|/2n

j=1 .

Proof. Firstly, for a check matrix C that satisfies both conditions in Lemma 1 and Lemma 2,
we consider the stabilizer group ⟨P1, . . . , Pn⟩ with δi = 0 (1 ≤ i ≤ n) in Eq. (1). We de-
fine δ as

∑n
i=1 2i−1δi and γ as

∑n
i=1 2i−1γi (γi ∈ {0, 1}). Each element of the stabilizer

group is expressed as Pγ = P γ1
1 · · ·P γn

n . Note that all generators commute, and all ele-
ments are distinct due to the conditions of the lemmas. For a stabilizer group with δ, i.e.,
⟨(−1)δ1P1, . . . , (−1)δnPn⟩, the γ-th element is given by ((−1)δ1P1)γ1 · · · ((−1)δnPn)γn =
(−1)

∑n

i=1 γiδiPγ , whose coefficient matches (Hn)γ,δ = (−1)
∑n

i=1 γiδi . Thus, for a check
matrix C, the Walsh–Hadamard matrix Hn arises. By reordering and flipping the sign of
each row in Hn according to the Pauli operator and phase of each Pγ , W ∈ Wn for the
check matrix C can be obtained.

Next, we present a constructive method to enumerate all the check matrices. Note
that this allows us to enumerate {Wj}|Sn|/2n

j=1 simply by computing all Pγ for a given check
matrix C and multiplying by Hn. To enumerate check matrices, we use the following
standard form of the check matrix representation:(

Ik X̂ Ẑ O

O O X̂⊤ In−k

)
, (6)

where X̂ ∈ Fk×(n−k)
2 is given by reduced row echelon form with rank k and Ẑ = Ẑ⊤ ∈ Fk×k

2
is a symmetric matrix. Since all the choices of X̂ and Ẑ produce mutually distinct check
matrices that satisfy both Lemmas 1 and 2, we can ensure that Eq. (6) yields a unique
construction of the set of check matrices. We can verify that this method indeed constructs
all the check matrices. The number of choices for Ẑ is 2k(k+1)/2, and for X̂ it is given by
the q-binomial coefficient

[n
k

]
2 [30, Theorem 7.1], defined for a general q( ̸= 1) as[

n

k

]
q

= (1− qn)(1− qn−1) . . . (1− qn−k+1)
(1− q)(1− q2) . . . (1− qk) .

Now, the q-binomial theorem [31] shows
∑n

k=0
[n
k

]
22k(k+1)/2 =

∏n−1
k=0(2n−k + 1) = |Sn|/2n.

This verifies that the constructive method enumerates all the stabilizer states, which
completes the proof.
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We utilized the Gray code to enumerate the matrix representations in the actual nu-
merical implementation. Refer to the codes available on GitHub [32] for details. Now, by
applying Lemma 3 for each Wj in Lemma 4, we complete the proof of Theorem 1.

We can compute the maximum fidelity as well. The fidelity between quantum states
σj = |ϕj⟩⟨ϕj | and ρ is defined as

F (σj , ρ) := Tr
[√

σ
1/2
j ρσ

1/2
j

]
= Tr

[√
|ϕj⟩⟨ϕj |ρ|ϕj⟩⟨ϕj |

]
=
√
⟨ϕj |ρ|ϕj⟩.

Since b is a Pauli vector of ρ, we have ρ = 1
2n

∑4n

i=1 biPi and

F 2(σj , ρ) = ⟨ϕj |ρ|ϕj⟩ = Tr[σjρ] = Tr
[(

1
2n

4n∑
i=1

(aj)iPi

)(
1
2n

4n∑
i=1

biPi

)]
= 1

2n
a⊤

j b.

In the last equality, we used the orthogonality of Pauli matrices. Based on this relationship,
we can derive the following corollary of Theorem 1.

Corollary 1 (Computing maximum fidelity). Maximum fidelity for ρ can be computed
with the time complexity of O(n|Sn|) and the space complexity of O(2n) excluding inputs.

For the case when ρ = |ψ⟩⟨ψ| is a pure state, we can compute the stabilizer fidelity [22]
as

FSTAB(ψ) := max
|ϕj⟩∈Sn

|⟨ϕj |ψ⟩|2 = 1
2n

(
max

1≤j≤|Sn|
a⊤

j b

)
.

It has been recognized that the stabilizer fidelity cannot be computed with a moderate
computational cost for n > 5 [15]. Meanwhile, our algorithm allowed us to compute up
to n = 8 in 4 hours. This numerical experiment was conducted using C++17 compiled by
GCC 9.4.0 and a cluster computer powered by Intel(R) Xeon(R) CPU E5-2640 v4 with
270 GB of RAM using 40 threads. Even if we use a laptop powered by Intel(R) Core(TM)
i7-10510U CPU with 16 GB RAM, we can compute n = 7 in 2 minutes using 8 threads.

3.2 Top-Overlap Method for RoM
Using the overlap calculation subroutine presented in Sec. 3.1, we propose a novel algorithm
that computes the approximate or exact RoM by utilizing the following properties: (i) by
nature of L1 norm minimization problem, the solution of the optimal stabilizer decomposi-
tion is sparse [33], and (ii) the stabilizer overlap is closely related to the optimal stabilizer
decomposition (see Fig. 3(a)). Concretely, as we provide the detail in Algorithm 1, we
restrict the number of columns in An and consider only a fraction K of stabilizer states
with the largest or smallest overlaps; the fraction of 1−K is neglected.

Algorithm 1: Top-Overlap Method for RoM
Input: Pauli vector b for the quantum state ρ, fraction K (0 < K ≤ 1)
Output: An approximate or exact RoM

1 Compute the stabilizer overlaps A⊤
n b using the FWHT algorithm.

2 C0 ← Partial set of An with size of K|Sn| using the largest and smallest overlaps.
3 x0,y0 ← SolveLP(C0, b)
4 return R̂0(ρ) = ∥x0∥1
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Figure 3: (a) Stabilizer overlaps 2n Tr[σjρ] and the weights in the primal solution xj for a Haar random
mixed 4-qubit state ρ. (b) The computed value R̂0(ρ) in Algorithm 1 with a restricted set of stabilizers
C0 of fraction 0 < K ≤ 1 for the same state ρ.

We can confirm the observation (ii) in Fig. 3(a). We show the distribution of stabilizer
overlaps a⊤

j b = 2n Tr[σjρ] and their weights in the primal solution xj for Haar random 4-
qubit mixed state ρ. Indeed, we find strong correspondence between the stabilizer overlaps
and weights in various instances. An intuitive explanation for this property can be provided
by recalling the definition of RoM in Eq. (2), in which two states in STABn are used: ρ+
and ρ−. As illustrated in the visualization of RoM [19, Appendix A], ρ+ resembles ρ as
much as possible, while ρ− diverges from ρ as much as possible. States with large overlaps
support ρ+, whereas states with small overlaps support ρ−, indicating this tendency.

As we highlight in Fig. 3(b), we only need a small fraction C0 from the entire An

to obtain a nearly exact solution R̂0(ρ) ≈ R(ρ) in Algorithm 1. We find that, for a
Haar random mixed state of n = 4 qubit system, it is sufficient to use a fraction of
K := |C0|/|An| = 0.05 to achieve an absolute error of 0.023. The value of K required
to achieve similar accuracy for larger systems are K = 10−2, 10−3, 10−5 for n = 5, 6, 7,
respectively. Meanwhile, we must take a significantly larger column set to obtain the exact
RoM; the fraction should be K ∼ 0.32 for n = 4 qubit case. We provide further numerical
details in Appendix E.1.

3.3 Column Generation Method for Dualized RoM
Despite the significant improvement over the naive method, Algorithm 1 contains some
issues: (i) we cannot tell whether the column set C0 ⊂ An is sufficient to yield the exact
RoM, (ii) there is no quantitative measure to judge the quality of the solution, and (iii)
there is a large gap between “highly approximate” and “exact” RoMs in the computational
resource. These issues are well addressed when we consider dualized formalism instead.
Recall that the dualized formulation of RoM in Eq. (5) is given by

R(ρ) = max
y∈R4n

{
b⊤y

∣∣∣ −1 ≤ A⊤
n y ≤ 1

}
.

If there exists a ∈ An such that violates the constraint in Eq. (5), |a⊤y| > 1, then we must
use those violated a’s to attain the exact RoM (Also refer to Fig. 4). Conversely, without
any violation, the solution is exact owing to the problem’s strong duality. This motivates
us to derive Algorithm 2 using the Column Generation (CG) technique [34].
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Figure 4: (a) Graphical description of the primal formalism. The Pauli vector b of the target state
is decomposed into a sum over those of pure stabilizer states a denoted by vertices on the stabilizer
polytope to minimize ∥x∥1. The restriction on columns of An is expressed by gray vertices, which
are eliminated from the decomposition. (b) Graphical description of the dual formalism. The equality
constraints in the primal problem are now given as inequalities −1 ≤ A⊤

n y ≤ 1 for the dual variable y,
while the objective function is the inner product with b. A solution y obtained from reduced column
set C (orange) may violate some constraints (red). So, one should add those columns to improve the
solution, while some columns denoted by gray dotted lines do not affect the result.

Algorithm 2: Exact RoM Calculation by Column Generation
Input: Pauli vector b of the target state ρ
Output: Exact RoM R(ρ)

1 C0 ← Partial set of An with size of K|Sn| using the largest and smallest overlaps.
2 for k = 0, 1, 2, . . . do
3 xk,yk ← SolveLP(Ck, b)
4 R̂k(ρ)← ∥xk∥1
5 C′ ←

{
aj ∈ An

∣∣∣ ∣∣∣a⊤
j yk

∣∣∣ > 1
}

/* Use of FWHT */

6 if C′ = ∅ then
7 return R(ρ) = R̂k(ρ)
8 Ck+1 ← Ck ∪ C′ /* Two modifications in the main text */

The CG technique means to compute the overlap
∣∣∣a⊤

j yk

∣∣∣ for all aj ∈ An at each
iteration to find and generate the columns violating the constraint. By iteratively updating
Ck until there is no violation, we obtain the exact RoM. As in Table 2, We initialized the
partial column set C0 with K = 10−5, 10−8 for n = 7, 8, respectively. In Fig. 5, we
present the numerical experiment results of Algorithm 2. The number of violated columns
decreased rapidly, and the exact RoM was obtained after a small number of iterations. The
run time was 2 hours using the laptop for n = 7 and 2 days using the cluster computer for
n = 8. Although the algorithm is not guaranteed to yield exact solutions within a realistic
run time, we expect the exact RoM to be obtained within a similar run time for almost all
cases. See Appendix E.1 for more detailed results.

We remark two practical modifications in line 8 of Algorithm 2. First, we introduce
a threshold d (0 < d < 1), such as 0.8, to discard columns aj ∈ Ck which satisfy both∣∣∣a⊤

j yk

∣∣∣ < d and (xk)j = 0. Such columns do not affect the solution with high probability.
Second, instead of adding the entire violating columns C′ to Ck+1, we set an upper bound
on the number of the columns to add in order to suppress the memory consumption. For
the calculation in Fig. 5, we have added only K|Sn| columns with either the largest or
smallest overlaps at each iteration, significantly suppressing the memory consumption.
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Qubit count n Full-size An Our work K

4 3 MiB 301 KiB 10−1

5 379 MiB 4 MiB 10−2

6 95 GiB 97 MiB 10−3

7 86 TiB 499 MiB 10−5

8 86 PiB 512 MiB 10−8

Table 2: Memory size necessary for storing the entire An, i.e., the matrix An, and the reduced matrix
for C0. C0 extracts only K|An| columns from An and is used in Algorithm 1 or the initialization step
in Algorithm 2. This data size information relies on the sparse matrix format in SciPy [35].
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Figure 5: Demonstration of Algorithm 2 for Haar random mixed states of (a) n = 7 qubits and (b)
n = 8 qubits. We display the value of R̂k(ρ) in Algorithm 2 and the number of violated inequality
conditions (|C′|). |C′| quickly decreases to zero, which assures that the exact RoM is obtained.

3.4 Minimal Feasible Solution With Accuracy Guarantee
Exact solutions for n ≥ 9 qubit systems may require prohibitively enormous computational
resources, while we may still wish to compute a feasible solution. In this section, we propose
a method with minimal computational resources that always guarantees to yield a feasible
solution. Consequently, we can obtain an approximate RoM with its corresponding feasible
solution x for any state of n = 14 qubits within a minute.

The method’s main idea is to construct a set Vn = {W1, . . . ,W2n+1} ⊂ Wn that always
yields a feasible solution. We define a matrix Mn as

Mn :=
[
W1 · · · W2n+1

]
,

and for Wj ∈ Vn, we denote the set of all the nonzero rows of the matrix Wj by R(Wj).
Then, Prob(Mn, b) guarantees a feasible solution if and only if {R(Wj) |Wj ∈ Vn} is a
cover of all the rows, i.e.,

⋃
Wj∈Vn

R(Wj) equals the set of all the rows. The necessity is
trivial, and the sufficiency is later discussed in Theorem 2. We refer to Vn as a cover set
and Mn as a cover matrix. The following proposition assures the existence of the cover
set; we prove it in Appendix C by taking a set of mutually unbiased bases [36, 37] as Vn.

Proposition 1. A cover set Vn with size 2n + 1 can be constructed.

As a remark, the size 2n + 1 is minimum to ensure the feasibility. The nonzero-row set
R(W ) covers 2n rows, and the number of rows to be covered is 4n. Since all the nonzero-row
sets R(W ) shares the first row corresponding to I⊗n, the size of the cover set Vn should
be equal or larger than (4n − 1)/(2n − 1) = 2n + 1.
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Figure 6: Graphical description of the cover matrix Mn and bj . The first element of each bj is
1/(2n + 1), and the star mark (*) means the sign flip. We can execute the FWHT algorithm to solve
Hnxj = bj .

Fig. 6 shows an example of the cover matrix with n = 2. Since the cover matrix uses
the minimum possible number of blocks, only one block covers each row except for the first
one. The following theorem exploits the structure of the cover matrix to obtain a feasible
solution.

Theorem 2 (Minimal Feasible Solution). A feasible solution for Prob(Mn, b) can be
obtained with time complexity of O(n4n).

Proof. Our goal is to obtain a feasible solution for Prob(Mn, b), in other words, x such
that Mnx = b. This can be obtained by solving the simultaneous equations Wjxj =
b′

j (1 ≤ j ≤ 2n + 1) where xj ∈ R2n and b′
j ∈ R4n which is defined as

The i-th element of b′
j :=


1/(2n + 1) if i = 0,
the i-th element of b if i-th row in R(Wj),
0 otherwise.

Thus, by defining bj ∈ R2n as the nonzero part of b′
j with reordering and sign flip so that

Wn coincides with Hn, we have Hnxj = bj ⇐⇒ xj = 1
2nHnbj . By combining each xj we

can construct x. The time complexity is O((2n + 1)n2n) by the FWHT, i.e., O(n4n).

The solution obtained in Theorem 2 is evidently feasible not only for Prob(Mn, b) but
also for Prob(An, b), which provide an approximate value for the RoM, RFWHT := ∥x∥1.
By utilizing the st-norm ∥ρ∥st = 1

2n ∥b∥1 mentioned in Sec. 2.3, we can derive

RFWHT =
2n+1∑
j=1
∥xj∥1 =

2n+1∑
j=1

1
2n
∥Hnbj∥1 ≤

2n+1∑
j=1
∥bj∥1 = 2n

( 1
2n
∥b∥1

)
= 2n∥ρ∥st ≤ 2nR(ρ).

Now, let us assume that each element bj,i of bj is normally distributed with a mean of 0,
which roughly approximates the distribution of a Haar random state. Then, since

∑2n

i=1 bji

follows the distribution with a 2n/2 times standard deviation of bji, we have

E
[ 1

2n
∥Hnbj∥1

]
= E

[∣∣∣∣∣
2n∑
i=1

bj,i

∣∣∣∣∣
]

= 2n/2E [|bj,i|] = 1
2n/2E

[
∥bj∥1

]
,

which allows us to anticipate that RFWHT ≈ 2n/2∥ρ∥st.
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Figure 7: Hierarchy of partially disentangled quantum states.

Empirically, we confirmed that 100 Haar random 10-qubit mixed states satisfy

0.994 ≤ RFWHT
2n/2∥ρ∥st

≤ 1.002.

This indicates RFWHT ≤ 2n/2R(ρ) + O(1) with high probability. While RFWHT deviates
from the exact RoM, it is useful in certain scenarios, such as providing an initial solution
for exact RoM calculation or assuring the feasibility of the algorithms (see Appendix E.2).

4 Quantum Resource of Multiple Magic States
One of the important applications of RoM is measuring the total nonstabilizerness of
multiple magic states decoupled from each other. For instance, one may wish to evaluate
the amount of magic resources for copies of states ρ⊗n to estimate the upper bound on
the number of generatable clean magic states. This could even include situations where
quantum states are nonequivalent, such as partially decoupled states

⊗
i ρi. There exists

a previous work by Heinrich and Gross [21] that has utilized the symmetry of some pure
magic states such as |H⟩⟨H| = 1

2

(
I + 1√

2(X + Y )
)

and |F ⟩⟨F | = 1
2

(
I + 1√

3(X + Y + Z)
)

to scale up the simulation up to n = 26 qubits, while we still lack a method to investigate
general quantum states with partial disentangled structure (see Fig. 7).

In this section, we apply the algorithms proposed in Sec. 3 to practical problems:
copies of identical quantum states ρ⊗n and partially disentangled quantum states

⊗
i ρi.

In particular, we first discuss the case of permutation symmetric state ρ⊗n in Sec. 4.1, and
then also consider general partially disentangled states in Sec. 4.2.

4.1 Copies of Single-Qubit States
When the target quantum state is given as identical copies of a quantum state ρ⊗n, we may
compress the size of An by utilizing the permutation symmetry to combine multiple rows
and columns of An. In this work, we employed the compression method for An proposed in
Ref. [21] to define a set of permutation symmetric columns Qn (see Fig. 8). As in Ref. [21],
we also used the data by Danielsen [38], which enables us to obtain the exact solutions for
n ≤ 7 qubits. Beyond n = 7 or 8 qubits, although a matrix Qn of Qn and b⊗n are reduced
by permutation symmetry, it is not realistic to obtain the exact solution.
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Figure 8: Visualization of Qn for n = 2. Compare with Fig. 2 to confirm how the matrix is compressed.

Therefore, we propose an approximate method with the divide-and-conquer method. In
the following, we use Prob and SolveLP for the compressed objects with the same meaning.
Also, the tensor product of the compressed vectors is defined as the compressed vector of
the tensor product of the uncompressed operands. In Algorithm 3, we consider all possible
decomposition of m qubits into two groups with j and k qubits (j + k = m). Since we
store the solutions for Prob(Qi, b

⊗i) for i < m, we can load the results. We take the union
of tensor product of columns with nonzero weights as

⋃
j+k=m{qj ⊗ qk | qj ∈ Cj , qk ∈ Ck}

to construct Cm, then we compute the approximate RoM with Cm, which should be less
than the product of RoM computed for each subsystem.

Algorithm 3: Approximate RoM for Permutation Symmetric States
Data: Compressed column set Qn of matrix Qn

Input: Positive integer n, k (n ≥ k), Pauli vector b for the target state ρ
Output: Approximate RoM Ri of ρ⊗i (i = 1, . . . , n)

1 for i← 1 to k do
2 xi,yi ← SolveLP(Qi, b

⊗i)
3 Ri ← ∥xi∥1
4 Ci ← columns {qj} ⊆ Qi where (xi)j is nonzero.
5 for i← k + 1 to n do
6 C′ ← ∅
7 for l← 1 to ⌊i/2⌋ do
8 m← i− l
9 C′ ← C′ ∪ {ql ⊗ qm | ql ∈ Cl, qm ∈ Cm}

10 xi,yi ← SolveLP(C′, b⊗i)
11 Ri ← ∥xi∥1
12 Ci ← columns {qj} ⊆ C′ where (xi)j is nonzero.
13 return (R1, . . . , Rn)

Figure 9 shows the results of a numerical demonstration of the proposed algorithm
applied to Haar random pure state, mixed state, and copies of pure magic state |H⟩. Using
the exact stabilizer decomposition up to k = 7 qubits, we have successfully computed the
approximate RoM up to n = 17 for the pure and mixed random state. For |H⟩, the
compressed column set size |Cn| is significantly smaller so that we have reached n = 21.
While this is not as large as n = 26 reported in Ref. [21], we emphasize that the present
work is based on an algorithm that is agnostic to the internal symmetry of the single-qubit
state. As a remark, the approximate RoM for copies of pure magic states |H⟩ are almost
identical to those presented in Ref. [21]; the value was at most 1.007 times larger.
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Figure 9: Exact R(ρ⊗n) or approximate Rn computed in Algorithm 3. The blue, orange, and green
data correspond to the Haar random pure state, the magic state |H⟩, and the Haar random mixed
state, respectively. The circle or crossed points indicate whether the solution is exact or approximate.
The approximate values are computed from the exact solutions for n ≤ 7 qubits.

4.2 Partially Disentangled States
Let us assume that we are interested in a general partially decoupled state of m subsystems
as ρ =

⊗m
i=1 ρi, where

∑m
i=1 ni = n with ni being the qubit count of i-th subsystem. Similar

to the previous section, we may first compute the optimal solutions for each subsystem and
then take tensor products over nonzero-weight stabilizers to construct the reduced basis
for the total system. Although the computed value is not necessarily the exact RoM, this
is an optimal solution in the following meaning. Refer to Appendix D for the proof.

Proposition 2. Let ρi be given for the i-th subsystem, R(ρi) and xi be the optimal solution
and primal variable for Prob(Ani , bi). Then,

R =
m∏

i=1
R(ρi), x =

m⊗
i=1

xi,

is one of the optimal solutions for Prob(
⊗m

i=1 Ani , b).

By noting the submultiplicativity of RoM [19], i.e., R(
⊗

i ρi) ≤
∏m

i=1R(ρi) = R, it is
natural to expect that one can further improve the approximate RoM by combining some
of the systems and solving it directly. For instance, one may group several subsystems so
that each group consists of 6 or 7 qubits, compute the RoM for these systems using the
CG method, and multiply them to obtain a better approximation of the RoM.

We find that it is more effective to consider multiple variations to divide subsystems.
As shown in Algorithm 4, we divide subsystems into various kinds of groups. By comparing
the product of those values, we can take the minimal value as the approximate RoM. For
instance, we consider the case of a 15-qubit system that is decoupled into 5 subsystems
as ρ = ρ1 ⊗ ρ2 ⊗ ρ3 ⊗ ρ4 ⊗ ρ5, where each ρi is a 3-qubit state. One may compute the
approximate value as R(ρ1⊗ ρ2)×R(ρ3⊗ ρ4)×R(ρ5) or R(ρ1)×R(ρ2⊗ ρ3)×R(ρ4⊗ ρ5)
and take the minimal value as the approximate output. One could also speed up the
computation by brute-force parallelization.
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Algorithm 4: Optimization via Subsystem Division
Input: Target state ρ =

⊗m
i=1 ρi

Output: Approximate RoM
1 R←

∏m
i=1R(ρi)

2 foreach Partition of a set {i}ni=1 to
⋃

j Ij do
3 R← min

(
R,
∏

j R(
⊗

i∈Ij
ρi)
)

4 return R

5 Discussion
In this work, we have introduced a systematic procedure for computing RoM. This proce-
dure has proven highly effective, surpassing the state-of-the-art results for various quantum
states, including random arbitrary states, multiple copies of single-qubit magic states, and
partially disentangled quantum states. We have presented the core subroutine capable of
computing the overlaps, algorithms to compute exact RoM for arbitrary quantum states,
and algorithms to incorporate the nature of the target quantum state, such as the permu-
tation symmetry between multiple copies of a state and the partially decoupled structure
for inhomogeneous magic resources.

Numerous future directions can be envisioned. First, it is intriguing to seek general-
ization to other quantum resource measures. While the optimization strategy, namely the
column generation technique, can be widely applied to Lp optimization problems, the over-
lap calculation in this work has heavily exploited the property of qubit stabilizer states.
This means that, our technique may be applied to the case of robustness-like measures for
multiqubit systems (such as channel robustness [25] and dyadic negativity [16]), whereas it
is nontrivial whether there exists a fast overlap computation method for multiqudit case.
Considering that generalized Pauli operators for qudits constitute a complete basis for
operator space, we expect that algorithm similar to the Fast Walsh-Hadamard Transform
(FWHT) is applicable, thus speeding up the evaluation of negativity in multiqudit sys-
tems [20]. We note that a recent work on stabilizer extent has shown a technique that does
not rely on FWHT [39], which could be a promising direction for rank-based monotones.
Furthermore, it is nontrivial if we can extend the framework when the pure free states
constitute a continuous set, such as in the case of fermionic non-Gaussianity [40, 41, 42].
Second, it is interesting to investigate whether it is possible to scale further computations
for weakly decoupled states such as tensor network states. While exact computation may
require as costly calculation as in the generic case, we may perform approximate compu-
tation with an accuracy bound.
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Note added.— Hantzko et al. [43], and we independently proposed Pauli decomposition
algorithms that share the essence of recursively slicing and transforming a density matrix.
Their first preprint was uploaded about two weeks before our first preprint was uploaded.
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After T. Jones informed us of their Pauli decomposition algorithm along with a Python
benchmark [44], we worked on the C++ benchmark shown in Appendix B.1.
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A Pseudocode of Fast Walsh–Hadamard Transform Algorithm
Here, we provide the pseudocode of the Fast Walsh–Hadamard Transform (FWHT) al-

gorithm, which computes Hnv = H⊤
n v =

(
1 1
1 −1

)⊗n

v for v ∈ R2n . We omitted the

normalization factor in the pseudocode since the Walsh–Hadamard matrix Hn itself is un-
normalized. The time complexity is O(n2n) and the space complexity is O(2n), since this
is a in-place algorithm.

Algorithm 5: Fast Walsh–Hadamard Transform (FWHT) Algorithm
Input: v ∈ R2n

Output: In-place computation result of Hnv
1 Function FWHT(v)
2 h← 1
3 while h < 2n do
4 for i← 0 to 2n − 2h by 2h do
5 for j ← i to i+ h− 1 do
6 x← vj

7 y ← vj+h

8 vj ← x+ y
9 vj+h ← x− y

10 end
11 end

// v ← v/
√

2, if normalize.
12 h← 2h
13 end
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B Basic Properties of Pauli Vector Representation
This section reviews the basic properties of Pauli vector representation.

B.1 Complexity of Computing Pauli Vector Representation
Let ρ be an n-qubit quantum state whose Pauli vector representation is given by bj =
Tr[Pjρ] where Pj is the j-th Pauli operator. To compute all the elements, naively, the
computational complexity scales as O(8n) even if we use the sparse structure of each Pauli
matrix. In the following, we show that we can perform an in-place computation that
exponentially reduces the time complexity:

Lemma 5 (Complexity of computing Pauli vector). Given the full density matrix repre-
sentation of n-qubit quantum state ρ, its Pauli vector representation can be computed with
time complexity of O(n4n).

Proof. First, let us introduce a map from an n-qubit density matrix to a 2n-qubit state
vector as follows:

ρ =
∑
i,j

ρi1···in,j1···jn |i1 · · · in⟩⟨j1 · · · jn| 7→
∑
i,j

ρi1···in,j1···jn |i1, j1, . . . , in, jn⟩ .

Note that this is different from the well-known Choi map ρ 7→
∑

i,j ρi,j |i⟩ |j⟩, and thus we
refer to it as modified Choi vectorization. We introduce a modified Choi vector c. Let ck

denote the k-th element of c, practically obtained via extracting the matrix elements of ρ
in the Z-order curve. Then, we find that c is related with the Pauli vector representation
b as

b = Tnc where Tn :=


1 0 0 1
0 1 1 0
0 i −i 0
1 0 0 −1


⊗n

.

For example, for n = 1, we have

ρ =
(
ρ1,1 ρ1,2
ρ2,1 ρ2,2

)
, c =


ρ1,1
ρ1,2
ρ2,1
ρ2,2

, b =


ρ1,1 + ρ2,2
ρ1,2 + ρ2,1
iρ1,2 − iρ2,1
ρ1,1 − ρ2,2

 =


Tr[ Iρ]
Tr[Xρ]
Tr[Yρ]
Tr[Zρ]

.
Similar to the FWHT algorithm as provided in Algorithm 5, in-place computation for

such a tensor-product structure can be done with time complexity of O(n4n) and space
complexity of O(4n), which completes the proof.

We describe the numerical comparison of our Pauli decomposition algorithm with other
related studies [43, 45, 46] which are available via GitHub repository [47]. The algorithms
are implemented with C++ and run on the laptop. Our C++ implementation is mainly
based on the Python implementation by Jones [44], except for the iterative algorithm by
Hantzko et al. since it is not included in the Python implementation. The algorithms run
on 50 random density matrices; each entry’s real and imaginary parts are independently
and uniformly sampled from [0, 1).

Fig. 10 shows the benchmark of Pauli decomposition. It shows that our Pauli decom-
position algorithm is the fastest. Although our algorithm and the algorithms by Hantzko
et al. both have the best time complexity O(n4n) among the algorithms, our algorithm is
faster by a constant factor. We consider it is because our algorithm uses in-place compu-
tation, which is cache efficient.
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Figure 10: Comparison of Pauli decomposition algorithms. The algorithms are implemented with C++

and run on the laptop. The first three methods in the legend have a time complexity of O(n4n), while
the next two methods have a time complexity of O(8n).

B.2 Bound on Overlap Counts
We provide a fact regarding the distribution of overlaps in addition to 0 ≤ a⊤

j b ≤ 2n.

Lemma 6 (Bound on overlap counts). Let ρ be an arbitrary n-qubit quantum state. Then,
for all n ∈ N, the count on the pure stabilizer states satisfies the following:∣∣∣{aj ∈ An | a⊤

j b ∈ [0, 1]}
∣∣∣ ≥ |Sn|/2n,

∣∣∣{aj ∈ An | a⊤
j b ∈ [1, 2n]}

∣∣∣ ≥ |Sn|/2n.

Proof. Consider an arbitrary sparsified Walsh–Hadamard matrix Wj in Lemma 4, and let
W ⊂ An denote its columns. It follows that∑

a∈W
a⊤b = 2n. (7)

Therefore, assuming that the overlaps are either entirely a⊤b < 1 or entirely a⊤b > 1
contradicts Eq. (7). Applying the same reasoning for every Wj completes the proof.

C Proof of Proposition 1
In this section, we prove Proposition 1.

Proposition 1. A cover set Vn with size 2n + 1 can be constructed.

Let us describe the structure of the subsequent sections. Section C.1 defines MUBs,
discusses the connection between the cover set and MUBs, and provides a short proof by
using the previous result by Gibbons et al. [37]. For convenience, the subsequent sections
provide a full proof of Proposition 1. The full proof shares the essence with Ref. [37], but
dispenses with concepts and discussions by Ref. [37] that are not useful for our goal.
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C.1 Connection between Cover Set and MUBs
MUBs are defined as bases of the state vector space that satisfy the following conditions:
for any two different bases of MUBs, any state of one basis has the same amplitudes with
respect to the other basis. Gibbons et al. [37, Section 4] constructs MUBs of maximal size
2n + 1 by using the following fact.

Lemma 7 (Partition of Pauli Operators [37, Section 4]). The set of all non-identity n-
qubit Pauli operators {I,X, Y, Z}⊗n \{I⊗n}, which has 4n−1 elements, can be partitioned
into 2n + 1 subsets of 2n − 1 elements that commute with one another.

Let T1, . . . , T2n+1 be the subsets of commuting Pauli operators in Lemma 7. Ref. [37]
takes a basisBi consisting of simultaneous eigenvectors of Ti and proves that {B1, . . . , B2n+1}
is MUBs of maximal size. Also, we can construct the cover set in Proposition 1 by using
Lemma 7.

Proof. Regarding Bi as a column set of the matrix An, the basis Bi corresponds to a
sparsified Walsh–Hadamard matrix Wi. Then, the nonzero-row set R(Wi) consists of
Ti and the first row I⊗n by the definition of Bi. Thus, Lemma 7 implies that Vn =
{W1, . . . ,W2n+1} is the desired cover set.

C.2 Full Proof
C.2.1 Proof on the Existence of Minimum Cover Stabilizer Set

Next, we directly prove Proposition 1. We utilize the bijection between Pauli operators
P ∈ {I,X, Y, Z}⊗n and 2n-dimensional row vectors r(P ) ∈ F2n

2 of check matrices. First,
the proof of Lemma 4 shows that each sparsified Walsh–Hadamard matrix W corresponds
to a single check matrix C = [Xn Zn]. Also, the elements of the nonzero-row set R(W )
can be enumerated as follows: for each v ∈ Fn

2 , take the Pauli operator Pv satisfying
r(Pv) = v⊤C = [v⊤Xn v⊤Zn]. Using these observations, it suffices to find a set of check
matrices {C1, . . . , C2n+1} that satisfies the following condition: for every 2n-dimensional
row vector r ∈ F2n

2 , there exists a check matrix Ck in the set and a vector v ∈ Fn
2 that

satisfies r = v⊤Ck. In the following, we explicitly construct the check matrices and confirm
that they satisfy the condition.

Let us define the 2n + 1-st check matrix as C2n+1 = [I O]. Also, for each k from 1 to
2n, we take the k-th check matrix Ck = [Xk Zk] as follows:

1. Zk is an n× n identity matrix.

2. Xk is given in the following lemma.

Lemma 8. There exists an explicit construction for a set of symmetric matrices {Xk |
Xk ∈ Fn×n

2 }2n

k=1 such that the following is satisfied.

∀v ∈ Fn
2 \ {0}, {Xkv}2

n

k=1 = Fn
2 . (8)

From the fact that Xk and Zk are all symmetric matrices, it follows that the condition
in Lemma 2 is satisfied, and therefore the check matrices C1, . . . , C2n+1 are valid.

We show that the constructed check matrices indeed satisfy the above condition. Let
us take any 2n-dimensional row vector r. Let x and z be the former and latter half of
the row vector r, respectively. If z = 0, then C2n+1 = [I O] and v = x satisfy the
condition. If z ̸= 0, Lemma 8 allows us to take k such that zXk = x. Using v = z implies
vCk = [zXk z] = r.
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C.3 Proof of Technical Lemma 8
Now the remaining work is to prove Lemma 8. We first provide the explicit construction
of {Xk}2

n

k=1, and then prove that it indeed satisfies Eq. (8).

C.3.1 Construction of Xk

We first introduce some algebraic concepts necessary for the discussion. We denote the
polynomial ring over F2 by F2[x]. Let f be an arbitrary irreducible polynomial of degree n.
We consider a quotient ring F2[x]/(f), where (f) denotes the ideal generated by f . Then,
F2[x]/(f) is a field because f is irreducible. It is also noteworthy that F2[x]/(f) is a vector
space over F2 and

{
x0, . . . , xn−1} can be taken as a basis.

In what follows, we discuss the construction of {Xk}2
n

k=1. We define a symmetric matrix
C(x) ∈ (F2[x]/(f))n×n as a matrix whose (i, j) entry equals xi+j−2. Namely, C(x) can be
represented as follows:

C(x) =



x0 x1 x2 · · · xn−1

x1 x2

x2 . . .
...

...
xn−1 · · · x2n−2


.

Every entry of C(x) can be represented as a linear combination of a basis
{
x0, . . . , xn−1},

and we define Ci be a matrix consisting of such xi coefficients. In other words, Ci ∈ Fn×n
2

is defined so that C(x) = C0x
0 + · · ·+ Cn−1x

n−1 holds. Note that Ci is also symmetric.
We give a concrete example below. We take n = 3 and f = 1 + x + x3, which is

irreducible. Then, C0, C1, C2 can be derived in the following way:

C(x) =

x0 x1 x2

x1 x2 x3

x2 x3 x4


=

 1 x x2

x x2 1 + x
x2 1 + x x+ x2


=

1
1

1


︸ ︷︷ ︸

C0

x0 +

 1
1 1

1 1


︸ ︷︷ ︸

C1

x1 +

 1
1

1 1


︸ ︷︷ ︸

C2

x2.

Next, we consider the following set of symmetric matrices:{
n−1∑
i=0

aiCi

∣∣∣∣∣ ai ∈ F2

}
.

Since the elements of the set are distinct, the set has 2n elements. We take this set as the
set {Xk}2

n

k=1.

C.3.2 Proof that Xk Satisfies Lemma 8

Next, we prove that {Xk}2
n

k=1 given in the previous subsection satisfies Eq. (8).
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By the definition of Xk, one can show that Eq. (8) holds if and only if {Civ}n−1
i=0 is

linearly independent for any v ∈ Fn
2 \ {0}. From here, we show the linear independence of

{Civ}n−1
i=0 by proving several lemmas.

Lemma 9. For any vectors u,v ∈ Fn
2 \ {0}, u⊤C(x)v ̸= 0.

Proof. Using a vector x = (x0, . . . , xn−1)⊤, we have C(x) = xx⊤. Thus, by defining two
polynomials u(x) = u⊤x =

∑n−1
i=0 uix

i and v(x) = v⊤x =
∑n−1

i=0 vix
i, u⊤C(x)v can be

represented as u(x)v(x). Hence, it suffices to show that u(x)v(x) ̸= 0. Because u and v
are nonzero, u(x) and v(x) are nonzero as well. Noting that F2/(f) is a field, the product
u(x)v(x) is also nonzero.

Lemma 10. For any vectors u,v ∈ Fn
2 \ {0}, there exists i such that u⊤Civ ̸= 0.

Proof. By multiplying C(x) = C0x
0 + · · ·+ Cn−1x

n−1 by u from the left and v from the
right, we obtain

u⊤C(x)v = (u⊤C0v)x0 + · · ·+ (u⊤Cn−1v)xn−1. (9)

Eq. (9) expresses u⊤C(x)v as a polynomial with coefficients u⊤Civ ∈ F2. Since u⊤C(x)v
is nonzero from Lemma 9, there exists a nonzero coefficient, i.e, u⊤Civ ̸= 0 for some i.

Lemma 11. For any vector v ∈ Fn
2 \ {0}, {Civ}n−1

i=0 is linearly independent.

Proof. We consider a matrix [C0v, . . . , Cn−1v] with Civ as the column vectors. By mul-
tiplying an arbitrary nonzero vector u ∈ Fn

2 \ {0} from the left, we obtain a vector
(u⊤C0v, . . . ,u

⊤Cn−1v), which is nonzero by Lemma 10. Therefore, we can confirm that
the matrix [C0v, . . . , Cn−1v] is non-singular, which implies the linear independence of
{Civ}n−1

i=0 .

Having shown Lemma 11, it is also proved that {Xk}2
n

k=1 given in the previous subsection
satisfies Eq. (8), i.e., Lemma 8 is proved.

D Proof of Proposition 2
In this section, we prove Proposition 2.

Proposition 2. Let ρi be given for the i-th subsystem, R(ρi) and xi be the optimal solution
and primal variable for Prob(Ani , bi). Then,

R =
m∏

i=1
R(ρi), x =

m⊗
i=1

xi,

is one of the optimal solutions for Prob(
⊗m

i=1 Ani , b).

This assures that when the stabilizer set is restricted only to the tensor product states⊗
i Ani ⊂ An, the optimal solution is simply a tensor product of individual optimal solu-

tions. The proof can be similarly done with [48]. We are considering the following primal
problem:

(P) minimize
x

∥x∥1

subject to
(

m⊗
i=1

Ani

)
x =

m⊗
i=1

bi,
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and the i-th primal problem is formulated as

(Pi) minimize
xi

∥xi∥1

subject to Anixi = bi.

The proposition asserts that if there exist optimal solutions x∗
i for every (Pi), then x∗ =⊗m

i=1 x
∗
i is the optimal solution for (P). Let OPT be the optimal value for the original

problem (P). It is clear that x∗ is a feasible solution for (P), which means OPT ≤ ∥x∗∥1.
The dual problem of (P) is given as

(D) maximize
y

(
m⊗

i=1
b⊤

i

)
y

subject to
∥∥∥∥∥
(

m⊗
i=1

A⊤
ni

)
y

∥∥∥∥∥
∞

≤ 1,

and the i-th dual problem can also be formulated as

(Di) maximize
yi

b⊤
i yi

subject to
∥∥∥A⊤

ni
yi

∥∥∥
∞
≤ 1.

Now the strong duality of the problems assures that optimal solution y∗
i exists for all (Di)

satisfying b⊤
i y

∗
i = ∥xi∥1. By taking y∗ :=

⊗m
i=1 y

∗
i , it follows from the property of L∞

norm that ∥∥∥∥∥
(

m⊗
i=1

A⊤
ni

)
y∗
∥∥∥∥∥

∞

=
∥∥∥∥∥

m⊗
i=1

(
A⊤

ni
y∗

i

)∥∥∥∥∥
∞

=
m∏

i=1

∥∥∥A⊤
ni
y∗

i

∥∥∥
∞
≤ 1,

which guarantees that y∗ is a feasible solution of (D). Thus, the optimal value of the dual
problem (D), which is OPT by the strong duality, is no less than(

m⊗
i=1

b⊤
i

)
y∗ =

m∏
i=1

(
b⊤

i y
∗
i

)
=

m∏
i=1
∥x∗

i ∥1 =
∥∥∥∥∥

m⊗
i=1

x∗
i

∥∥∥∥∥
1

= ∥x∗∥1,

which means ∥x∗∥1 ≤ OPT, i.e., ∥x∗∥1 = OPT. This completes the proof of Proposition 2.

E Numerical Details on RoM Calculation
In this section, we provide details on the numerical results of RoM calculation.

E.1 More Results on Top-Overlap Method
Here, we provide the results of a numerical experiment results regarding the top-overlap
method introduced in Sec. 3.2. We present results for Haar random mixed, pure, and
tensor product states of n = 4, 5, 6, 7 qubit system.

As shown in Fig. 11, we can see that the top-overlap method significantly outperforms
a naive random selection method in all cases. The improvement becomes more evident
when we compute larger systems; in particular, for n = 7 qubit case, it suffices to take
only K = 10−5 to reach near-optimal value for all three targets.

Two remarks are in order. First, we added the column set of the cover matrix in
Sec. 3.4 to ensure feasibility. In other words, the restriction of the column set solely using
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the information of overlaps may lead to a rank-deficient matrix. Second, the run time of
our algorithm for a n = 6 qubit system was 5 seconds for computing all the overlaps and 3
minutes for solving the LP. For a n = 7 qubit system, the overlap computation consumes
15 minutes at most and 15 minutes for solving the LP.

E.2 Assuring feasibility
As mentioned in the previous subsection, we cannot obtain any feasible solution if the
stabilizer states are not appropriately restricted. One of the most robust ways to ensure
the feasibility for arbitrary quantum states is to utilize the cover matrix as mentioned
before. The second method applicable for tensor product states is to utilize the solution
obtained from small-scale systems. As shown in Appendix D, we can always obtain a
feasible solution by taking tensor products, which can be used as an initial solution. Then,
one may extend the set of stabilizers to improve the quality of the solution.
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Figure 11: Numerical demonstration of top-overlap method introduced in Sec. 3.2. The column set is
restricted to the size of K|Sn| (0 < K ≤ 1). The cyan and blue lines denote the approximate RoM
R̂k(ρ) computed with a randomly restricted column set or the columns with the largest or smallest

overlaps, respectively. The black dotted lines indicate the exact RoM computed with the CG method.
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