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We numerically analyze the feasibility of a
platform-neutral, general strategy to per-
form quantum simulations of fermionic
lattice field theories under open bound-
ary conditions. The digital quantum
simulator requires solely one- and two-
qubit gates and is scalable since integrat-
ing each Hamiltonian term requires a fi-
nite (non-scaling) cost. The exact local
fermion encoding we adopt relies on aux-
iliary Z2 lattice gauge fields by adding a
pure gauge Hamiltonian term akin to the
Toric Code. By numerically emulating the
quantum simulator real-time dynamics, we
observe a timescale separation for spin-
and charge-excitations in a spin-1

2 Hub-
bard ladder in the t− J model limit.

1 Introduction

The quest for quantum simulation of interact-
ing fermionic models [1, 2, 3] is considered a ne-
cessity to reach a novel understanding of collec-
tive phenomena both at low and high energies
[4, 5, 6, 7, 8], but it is hindered by fundamental
challenges [9, 10, 11]. While analog quantum sim-
ulation, e.g. with optical lattices, has advanced
greatly in recent decades [12, 13, 14, 15, 16, 17,
18, 19, 20, 21, 22, 23, 24, 25, 26, 27, 28, 29, 30],
it presents limitations in tailoring exotic inter-
actions. And while fermionic digital quantum
processors are still at an early stage of develop-
ment [31, 32], the well-established conventional
digital quantum simulation platforms (e.g. su-
perconducting qubits, trapped ions, Rydberg ar-

rays, quantum dots) [33, 34, 35, 36, 37] are built
on distinguishable, spatially localized qubits (or
qudits). In this framework, ‘Fermion Encoding’
is the analytical process of exactly converting a
fermionic algebra (mutually-anticommuting oper-
ations) into a genuinely local algebra (mutually-
commuting operations) of qudits.

Such encoding can not be carried out free of
cost. Traditional strategies focused on encoding
N Dirac orbitals into N qubits. By construction,
these strategies can not preserve locality and, as a
result, end up encoding the ubiquitous two-body
interactions into cumbersome W -body interac-
tions (with W often addressed as Pauli weight).
Alongside recent efforts, which were able to re-
duce W from linear to logarithmic in N [38, 39],
a separate sector of strategies arose: encodings
attempting to preserve locality [40, 41, 42, 43].
They exhibit a flat Pauli weight (W does not
scale with N) at the price of requiring a num-
ber of qubits larger (but still linear scaling) than
the number N of fermion orbitals. For non-gauge
lattice fermion theories, Ref. [44] showed that it is
sufficient to add one qubit for each lattice bond to
achieve local encoding (a generalization to lattice
gauge fermionic theories was also recently intro-
duced [45, 46]). The extra qubits play the role of
an effective, discrete lattice gauge field with pure
gauge dynamics akin to the Toric Code Hamilto-
nian [47]. The formal mapping is well understood
[48], but evidence of practical feasibility of the
local encoding for numerical simulation or digital
quantum simulation is still the subject of active
research [49, 50].

In this work, we perform a twofold study on the
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Figure 1: Simulation of the Hubbard model in 2D with tensor networks (equilibrium) and quantum circuits (out-of-
equilibrium). (a) Schematic of the tree-tensor network (TTN) installed on the 2D lattice: the fermionic degrees of
freedom are removed with the gauge defermionization and encoded in a dressed site (dashed closed line) comprising
fermionic matter and rishons. With TTN, the ground state of the defermionized model is computed for up to 4 × 4
lattice. (b) To run the digital quantum simulation, dressed sites are decomposed into qubits and Hamiltonian terms
in Pauli strings. The symmetries of the system are here enforced through the stabilizer formalism. (c) (left) Quantum
circuit for simulating out-of-equilibrium dynamics: adiabatic preparation of the initial state (half-filling, repulsive U),
injection of charge (spin) excitation, and time evolution with Hubbard Hamiltonian. (right) Spin-charge dynamics
schematic: the charge excitation propagates faster than the spin one.

feasibility of the local fermion encoding for clas-
sical and quantum simulation, as summarized in
Fig. 1: on one hand side, we investigate its per-
formance for ground-state numerical simulations
based on tensor network ansatz states. On the
other hand, we numerically test its applicabil-
ity and scalability for digital quantum simulation
on a generic platform (considering standard 1-
qubit and 2-qubit programmable dynamical re-
sources), by numerically emulating the noise-
less quantum simulation processing in real-time.
Equipped with these methods, we investigate the
properties of the spin-1

2 Hubbard model on a two-
dimensional square lattice, both at equilibrium
and out-of-equilibrium, via tensor networks. At
zero temperature, we can access system sizes that
allow us to identify the transition between liquid
and insulating (crystalline spin-lattice) phases.
In real-time dynamics for a ladder in the t − J

model limit, we observe spin and charge time-
evolution displaying distinct time-scales, an effect
that in 1D Hubbard chains is a precursor of the
spin-charge separation phenomenon, see for ex-
ample the recent experiments [51, 33, 52]. In con-
trast, in 2D, it only governs short time scales be-
fore the polaron picture and strongly-correlated
effects set in [53, 54, 15].

The paper is organized as follows: in Sec. 2, we
revisit the gauge-based encoding to remove the
fermionic matter locally, or gauge defermioniza-
tion. We devote Sec. 3 to implementing the en-
coding on a tree-tensor network (TTN) ansatz
and show ground state simulation results of the
2D Hubbard model. Finally, in Sec. 4, we detail
our prescription for digital quantum simulation
of the 2D Hubbard model, based on gauge de-
fermionization, and numerically emulate the dig-
ital quantum simulation to observe spin-charge
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separation effects in two-dimensional lattice sam-
ples.

2 Gauge Defermionization
In this section, we revisit and extend a known
technique, based on lattice gauge theories, to
eliminate fermionic matter from 2D lattice mod-
els [45, 46, 55]. The strategy consists of devel-
oping an analytical mapping between an input
fermion lattice Hamiltonian (here we consider it
to be a pure non-gauge fermion theory) and a
lattice gauge Hamiltonian, with Z2 gauge symme-
try, equipped with appropriate gauge constraints.
Furthermore, the resulting gauge theory can be
manipulated so that the fermionic parity at each
(dressed) site is protected, thus resulting in a the-
ory where operator algebras at different sites al-
ways commute, i.e. a local spin theory.
Our formulation of the defermionization tech-
nique can be applied to any 2D fermion lattice
Hamiltonian, regardless of the lattice system (it
works on Honeycomb and Kagome lattices as
well as irregular lattices), as long as few gen-
eral constraints are satisfied: (i) the global parity
of fermions is protected; (ii) Hamiltonian terms
that flip the local fermion parity must be nearest-
neighbor; (iii) the full system must be under open
boundary conditions, i.e. every closed path on
the lattice must be topologically shrinkable to a
point. These conditions are often satisfied in solid
state Hamiltonians and cold atoms systems [56].
Therefore, without any loss of generality, we con-
sider a finite 2D lattice Λ = (Lx, Ly) whose sites
and links are respectively identified by the cou-
ple (j,µ), where j = (jx, jy) is any 2D site, while
µ is one of the two positive lattice unit vectors:
µx = (1, 0), µy = (0, 1). Then, a general fermion
lattice Hamiltonian reads:

H0 =
∑
j∈Λ

∑
µ

∑
f,f ′

(
hf,f ′ ψ†

j,fψj+µ,f ′ + H.c.
)
.

+
∑
j∈Λ

∑
µ

∑
f,f ′

(
∆f,f ′ ψj,fψj+µ,f ′ + H.c.

)
+ V

(
{nj,f}

)
,

(1)

where the fermion fields satisfy the usual Dirac
anti-commutation relations{

ψ†
j,f , ψj′,f ′

}
= δj,j′δf,f ′

{
ψj,f , ψj′,f ′

}
= 0, (2)

and can exhibit an internal degree of freedom,
here labeled by the flavor index f .
The interaction potential V term, which solely is
a function of the fermion densities nj,f = ψ†

j,fψj,f ,
can in principle have any range and shape, and
even include chemical potentials. For instance,
it can also account for local terms that do not
conserve the spin, like bf,f ′ψ†

j,fψj,f ′ , or local s-
wave superconducting terms as ∆ψ†

j,fψ
†
j,f ′ .

Conversely, the hopping hf,f ′ and the double cre-
ation/annihilation ∆f,f ′ processes (the latter of-
ten seen in superconductors) are the terms that
break local fermion parity: their single-site alge-
bras do not commute between distant sites (i.e.
they are not genuinely local), and this is the
source of all the numerical difficulty when sim-
ulating lattice fermions.
While in one spatial dimension, the Jordan-
Wigner transformation provides an easy solution
to this problem, tackling the mapping in higher
dimensions requires sophisticated, often cumber-
some techniques [42, 57]. In this perspective,
converting a fermion algebra into a genuinely lo-
cal (spin-like) algebra using introducing a lattice
gauge field is an elegant strategy, which is also
practical from a numerical simulation standpoint,
as we discuss later on.

2.1 Step 1: Mapping into a Z2 gauge theory

We now perform a set of exact algebraic manip-
ulations to the Hamiltonian of Eq. (1) until we
reach a defermionized form. The very first step is
to promote the total fermion parity operator at
site j to a gauge transformation (for the matter
sites M), namely

G
[M ]
j = exp

(
iπ
∑
fψ

†
j,fψj,f

)
. (3)

It is indeed a parity operator, or Z2 group, since

G
[M ]
j = G

[M ]†
j = (G[M ]

j )−1. (4)

UnderG[M ]
j , operators that preserve total fermion

parity are left invariant, such as densities
G

[M ]
j nj,fG

[M ]
j = nj,f . Conversely, operators that

flip the total fermion parity acquire a sign, that
is G[M ]

j ψj,fG
[M ]
j = −ψj,f .

At this stage, we promote the gauge transforma-
tion into a gauge symmetry. This task is per-
formed by adding an auxiliary quantum lattice
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field, the gauge field, on the bonds (j, j + µ) of
the lattice. The local Hilbert space for a gauge
site should correspond to the regular representa-
tion space for the Z2 group [58], so it should be
a two-level system, or a qubit, equipped with the
(genuinely local) algebra of Pauli matrices σ⃗.
As Z2 is an Abelian gauge group, the left- G[L]

j,j+µ

and right- G[R]
j,j+µ groups of transformations of the

gauge field must commute and square to the iden-
tity, without loss of generality, we can set them
both to the same operator: G

[L]
j,j+µ = G

[R]
j,j+µ =

σzj,j+µ.
Thanks to this auxiliary field, we equip the gauge-
violating terms of the Hamiltonian with a parallel
transporter operator. Namely, we replace

ψ†
j,fψj+µ,f ′ −→ ψ†

j,fUj,j+µψj+µ,f ′ , (5)

that transforms covariantly under the gauge field
groups:

G
[L]
j,j+µUj,j+µG

[L]
j,j+µ=G[R]

j,j+µUj,j+µG
[R]
j,j+µ=−Uj,j+µ

(6)
Again, without loss of generality, we set Uj,j+µ =
σxj,j+µ.
Overall, this procedure translates into modifying
the fermion parity-flipping terms from Eq. (1) ac-
cording to

hf,f ′ ψ†
j,fψj+µ,f ′ −→ hf,f ′ ψ†

j,fσ
x
j,j+µψj+µ,f ′

∆f,f ′ ψj,fψj+µ,f ′ −→ ∆f,f ′ ψj,fσ
x
j,j+µψj+µ,f ′ .

(7)
With this modification, the Hamiltonian satisfies
a gauge symmetry around every site, precisely
G

[total]
j = G

[M ]
j

∏
µG

[L/R]
j,j+µ . Consequently, we have

to choose a symmetry sector (for each of these
symmetries) to play the role of physical space.
As it is common for lattice gauge theories, we
consider the quantum states invariant under all
the G[total]

j , i.e. which satisfy[
exp

(
iπ
∑
fψ

†
j,fψj,f

)∏
µ

σzj,j+µ

]
|Ψphys⟩ = |Ψphys⟩ ,

(8)
in order to be the physical states |Ψphys⟩. This
equation plays the role of effective Gauss’ Law of
the resulting gauge theory, and the condition can
be satisfied at every site only if the total number
of fermions in the system is even. To simulate
an odd number of fermions, one or more virtual
bonds, going out of the system, must be added to
keep track of the appropriate parity gauge flux.

2.2 Step 2: Restoring equivalence with Pla-
quette Operators

It is then possible to check that, under the Gauss’
Law of Eq. (8), the gauge-theory modification
Eq. (7) does not change the actual dynamics
given by the original Hamiltonian as in Eq. (1),
but only when the lattice is a non-cyclic graph
(such as a 1D chain, or a dendrimer lattice). For
each (product state) fermion configuration, the
extra degrees of freedom introduced by the gauge
fields are completely locked by Gauss’ Law; thus
all residual degeneracy is removed, and all the
matrix elements of H0 are unaltered.

Conversely, when lattice cycles are present, the
modification changes the dynamics. In fact, for
each elementary closed cycle of sites, or plaquette
□ ∈ Λ, one Gauss’ Law operator becomes lin-
early dependent on others, thus contributing to
degeneracy with a 2-fold space. Moreover, when
a fermion winds around a closed cycle, all of the
gauge fields in its path undergo a σx flip, thus
the final state may differ from the original one.
If we want to restore the dynamics of the origi-
nal model, we have to add more physical contents
to the plaquette, either in terms of an additional
pure gauge field Hamiltonian or in terms of extra
symmetries.

Fortunately, a simple recipe to do either is in-
spired by Kitaev’s Toric Code [47]. The idea is
to add a plaquette Hamiltonian term with a σx

for each gauge link of the plaquette, that is

Hp = −
∑
□∈Λ

∏
⟨j,j′⟩∈□

σxj,j′

= −
∑
□∈Λ

 ⌜ σx ⌝
σx σx

⌞ σx ⌟

. (9)

Notably, each of these plaquette operators com-
mutes with the lattice gauge Hamiltonian and
can be equivalently cast as a plaquette symmetry.
Moreover, plaquettes also commute with Gauss’
laws, because a vertex and a plaquette always
share either zero or two bonds, regardless of the
lattice system, and [σx1σx2 , σz1σz2 ] = 0.

We can then map the original lattice fermion
Hamiltonian, Eq. (1), to a dynamically-
equivalent, Z2-invariant lattice gauge model,
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which reads

H1 =
∑
j,µ

∑
f,f ′

(
hf,f ′ ψ†

j,fσ
x
j,j+µψj+µ,f ′

+∆f,f ′ ψj,fσ
x
j,j+µψj+µ,f ′ + H.c.

)
+ V

(
{nj,f}

)
,

(10)

with the constraints

(
e
iπ
∑

f
ψ†

j,f
ψj,f

vertex∏
µ

σzj,j+µ

)
|Ψphys⟩ = |Ψphys⟩ ,plaquette∏

⟨j,j′⟩
σxj,j′

 |Ψphys⟩ = |Ψphys⟩ .

(11)
Indeed, the combined constraints in Eq. (11) com-
pletely resolve the 2-fold degeneracy introduced
by the plaquette, and each closed path of moving
fermions returns to its original state with the cor-
rect amplitude and phase. Therefore, the whole
mapping holds for the subspace of the Hilbert
space satisfying Eq. (11). Any excitations from
the ground state of Eq. (9) break the encoding
validity. A rigorous proof of the equivalence be-
tween Eq. (1) and Eqs. (10)-(11) was provided for
a number-conserving theory on the square lattice
in [45]; the generalization to other cases is fairly
straightforward.
Notice that the degeneracy is not fully removed
in periodic boundary conditions (PBC), where
each winding dimension introduces an additional
closed cycle. This case requires the additional
constraint of a full σx string along each winding
dimension, but we will not treat this case here
because the theory becomes non-local.

2.3 Step 3: Fermionic Rishons

So far, it seems that we have increased the com-
plexity of the fermion lattice theory. In this last
step, we will locally manipulate the gauge fields
and achieve defermionization explicitly, ending
with an algebra of genuinely local operators only.
To do so, we split each gauge field, living on the
(j, j + µ) lattice link, in a pair of spinless fermion
modes (rishons) c(†)

j,µ and c
(†)
j+µ,−µ, equipped with

another symmetry. These new Dirac fermion op-
erators belong to dressed sites j and j+µ respec-
tively and satisfy the usual anti-commutation re-
lations between themselves {c†

j,µ, cj′,µ′} = δjj′δµµ′

and {cj,µ, cj′,µ′} = 0 and with the physical mat-
ter fermions

{
ψj, cj′,µ

}
= 0. The combined 4-

dimensional space of the two modes is then re-
duced back to the 2-dimensional space of a qubit
by imposing that the total number of rishon
fermions on a bond must be an even number.
This constraint can again be cast as a link sym-
metry, requiring that

exp
[
iπ(c†

j,µcj,µ+c†
j+µ,−µcj+µ,−µ)

]
|Ψphys⟩= |Ψphys⟩ .

(12)
We can now convert the Pauli algebra of the
gauge fields into an operator algebra acting on
the rishon pair:

σzj,j+µ → 1 − 2c†
j,µcj,µ = 1 − 2c†

j+µ,−µcj+µ,−µ

σxj,j+µ → iγj,µγj+µ,−µ,
(13)

where now γj,µ=cj,µ+c†
j,µ=γ†

j,µ is a Majorana op-
erator on the rishon fermion, which squares to
the identity γ2

j,µ=1 but still anti-commutes with
other fermions {γj,µ, γj′,µ′}=2δj,j′δµ,µ′ . These op-
erators defined at Eq. (13) respect the fermion
parity symmetry on the bond, and on the even
parity sector, they act exactly as Pauli matrices.
We can then plug this exact manipulation into
the gauge theory Hamiltonian, resulting in

H2 =
∑
j,µ

∑
f,f ′

(
ihf,f ′ ψ†

j,fγj,µγj+µ,−µψj+µ,f ′ + H.c.
)

+
∑
j,µ

∑
f,f ′

(
i∆f,f ′ ψj,fγj,µγj+µ,−µψj+µ,f ′ + H.c.

)
+ V

(
{nj,f}

)
,

(14)

where we have to add the new link parity sym-
metry to the constraints, thus

[
e
iπ
∑

f
ψ†

j,f
ψj,f

vertex∏
µ

eiπc
†
j,µ
cj,µ

]
|Ψphys⟩= |Ψphys⟩plaquette∏

j,µ
iγj,µγj+µ,−µ

 |Ψphys⟩ = |Ψphys⟩

eiπc
†
j,µ
cj,µeiπc

†
j+µ,−µ

cj+µ,−µ |Ψphys⟩ = |Ψphys⟩ ,
(15)

which must hold for every vertex, every plaquette,
and every bond respectively.
We have finally reached the final form of our
model: now, every term of the Hamiltonian and
every vertex, link, or plaquette symmetry protects
total fermion parity at each dressed site, counting
together matter and rishon fermions (for plaque-
ttes, remember that each dressed site contributes

Accepted in Quantum 2024-08-19, click title to verify. Published under CC-BY 4.0. 5



with two rishon modes in a closed lattice path).
Therefore, it is possible to think of each dressed
site as a large spin, and both Hamiltonian and
extra symmetries can be written in terms of gen-
uinely local operator algebras, which commute on
different dressed sites. The theory has been effec-
tively defermionized.

2.4 The price of defermionization

Defermionization of the lattice model using lat-
tice gauge theory, i.e. going from Eq. (1)
to Eqs. (14)-(15) is an exact mapping. And
while it provides the clear benefits of eliminat-
ing fermionic operator algebras, it does not come
free of costs.
First of all, the transformation increases the lo-
cal space dimension, only to shrink the local di-
mension again once the gauge symmetries are in-
stalled. If the model has N sites, f flavors and
coordination number v, we increase the dimen-
sion from 2fN to 2(f+v)N .
Secondly, we impose a new interaction term in
the form of the plaquettes. While for typical 2D
lattices plaquettes are rather small, it is still an
interaction involving three to six sites depend-
ing on the lattice system. If the original inter-
action V was on-site, or nearest-neighbor, the
defermionization effectively increased the interac-
tion supports. Moreover, there are no more com-
ponents in the Hamiltonian that are quadratic in
the Fermi operators (except chemical potentials
within V ). This means that Green’s function per-
turbative approaches, which start from the free
Fermi gas propagator of the quadratic theory, are
no longer viable.
Finally, introducing an auxiliary field whose
pure gauge dynamics is analogous to a Toric
Code Hamiltonian has the drawback of increas-
ing the entanglement. Even for product states
of fermions, where fermions are locked in a spe-
cific integer filling configuration, and the original
entanglement is zero (e.g. for a Jordan-Wigner
encoding), adding a Toric Code field on top of
that raises the entanglement entropy to an exact
area-law [59], carrying one e-bit of entanglement
per plaquette that is cut by the bi-partition. This
observation has substantial implications for ten-
sor network simulations of said models, as we will
discuss in detail later on.

3 Hubbard Model, Defermionized for
tensor networks
Despite its Hamiltonian’s apparent simplicity,
the Hubbard model has eluded physicists for
decades [60, 61]. While exact solutions are avail-
able for both one-dimensional [62] and infinite-
dimensional cases [63, 64], addressing finite-size
systems in higher dimensions at arbitrary tem-
perature has required the development of vari-
ous computational techniques. Although Monte
Carlo methods can handle substantially large sys-
tems, they suffer from the well-known sign prob-
lem when computing physically significant quan-
tities within specific regimes. Comprehensive re-
views detailing and comparing the accomplished
computational outcomes for the 2D case can be
found in the following references [65, 66].
In this section, we join the effort by perform-
ing tensor network simulations of the Hubbard
model at equilibrium at zero temperature. Here,
we briefly review the model and manipulate its
defermionized formulation to be ready for ten-
sor network simulation. Subsequently, we will fo-
cus on a 2D square lattice geometry, fermionic
matter with 2 flavors (e.g. ↑ and ↓), and open
boundary conditions. On a rectangle lattice Λ of
|Λ| = Lx × Ly sites, the Hubbard Hamiltonian
reads:

HHub = − t
∑
j∈Λ

∑
µ

∑
f=↑,↓

[
ψ†

j,fψj+µ,f + H.c.
]

+ U
∑
j∈Λ

(
nj,↑ − 1

2

)(
nj,↓ − 1

2

)
,

(16)

where, apart from an energy rescaling, its ground
state properties only depend on the dimensionless
parameter U/t. The Hubbard model is regarded
as the simplest theory of strongly correlated elec-
trons, where band electrons interact via a two-
body repulsive Coulomb interaction [1]. This
model enables the description of a wide range
of phenomena including metal-insulator transi-
tions, superconductivity, and magnetism [3]. The
Hubbard Hamiltonian in Eq. (16) belongs to the
Hamiltonian class of Eq. (1), with hopping terms
transparent to flavor (hf,f ′ = −t δf,f ′) and no pair
creation processes (∆f,f ′ = 0), so it can be read-
ily defermionized.
The form of Eq. (16) includes the −1

2 terms in
the interaction component, which are equivalent
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to setting a specific uniform chemical potential,
to explicitly reveal the rich symmetry content of
the Hubbard model. In fact, besides the obvi-
ous lattice symmetries (translation by 1 site in x
and y, π2 rotations, vertical and horizontal reflec-
tion, and compositions thereof) Hubbard dynam-
ics exhibits two useful glocal symmetries, where
the transformation is global but comprised of sep-
arate single-site operations, both of them non-
Abelian.
The first symmetry, an SU(2) group, represents
rotational invariance in the flavors. Since the
hopping is flavor-transparent, and the interaction
is based on double occupancy, the model has to
be flavor-invariant. This symmetry is a Lie group,
generated by the operator algebra

S⃗tot =
∑
j∈Λ

S⃗j, where S⃗j = 1
2
∑
f,f ′

σ⃗f,f ′ψ†
j,fψj,f ′

(17)
are the single-site flavor (spin) operators, acting
non-trivially only on the singly-occupied sites.
The second symmetry, assembling total fermion
number conservation and particle-hole inversion,
is an O(2) group, the symmetry group of the cir-
cle (rotations of a scalar angle plus one reflec-
tion). Despite being a continuous group, it is not
Lie, but any element can be written as a rotation
Rtot(θ) =

∏
jRj(θ), with Rj(θ) = eiθ(nj,↑+nj,↓),

eventually followed by a reflection Ftot =
∏

j Fj.
It is indeed possible to write the particle-hole
transformation F in a way that commutes with
the flavor-rotations S⃗, thus the two symmetries
are indeed independent. Doing so yields precisely{

Rj(θ)ψj,f R
†
j (θ) = e−iθψj,f

Fj ψj,f F
†
j = (−1)j

∑
f ′σ

y
f,f ′ψ

†
j,f ′

. (18)

Other symmetries, such as the pseudospin conser-
vation [67, 61], are indeed present, but not prac-
tically useful for our numerical simulation pur-
poses.
When defermionizing the Hubbard model for ten-
sor network simulation, we find it convenient to
enforce the vertex gauge constraint as an exact,
actual symmetry. By the prescription discussed
in Ref. [68], this constraint will allow us to se-
lect a reduced canonical basis for the dressed site,
made by only and all the vertex-gauge invariant
states. Conversely, the link constraint and es-
pecially the plaquette constraint are cumbersome
to treat as exact symmetries (their local algebras

do not commute) and instead are included in the
Hamiltonian as penalty terms, that increase the
energy of gauge symmetry-violating sectors. In
conclusion, we have

H ′
Hub = −t

∑
f

∑
j,µ

[
iψ†

j,fγj,µγj+µ,−µψj+µ,f

]
+ U

∑
j

(
nj,↑ − 1

2

)(
nj,↓ − 1

2

)
,

(19)

plus a penalty

H ′
pen = −αb

∑
j,µ

(
(−1)c

†
j,µ
cj,µ+c†

j+µ,−µ
cj+µ,−µ − 1

)

− αp
∑
□∈Λ


⌜ γ+µx

γ−µx
⌝

γ−µy
γ−µy

γ+µy
γ+µy

⌞ γ+µx
γ−µx

⌟

− 1

,
(20)

with separate penalty couplings αp>0 and αb>0
for the plaquette and bond violations respec-
tively. The added −1 constants ensure that the
correct link and plaquette symmetry sectors pro-
vide no energy contribution. Notice that, for the
mapping to be perfectly equivalent to the original
model, the penalty terms of Eq. (20) must repre-
sent the largest energy-scale contribution of the
Hamiltonian. Therefore, the penalties αp and αb
must be sufficiently larger than t and U .

3.1 Dressed-site Hamiltonian

Once the vertex gauge symmetry is successfully
installed, we are left with a dressed-site vertex
gauge-invariant canonical basis of dimension 32
(4 matter states and four 2-dimensional rishon
modes, divided in half by the vertex constraint).
Within this canonical basis, the algebra of 1-site
operators is genuinely local and can be expressed
in terms of the following quadratic operators

Qj,µ,f = γj,µψj,f Cj,µa,µb
= γj,µa

γj,µb

Wj,µ = 1 − 2c†
j,µcj,µ,

(21)
each one preserving local fermion parity by de-
sign. After this re-formatting, we have a final
expression for the defermionized Hubbard model,
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and it reads

H ′′
Hub = − t

∑
f

∑
j∈Λ

∑
µ

[
iQ†

j,µ,fQj+µ,−µ,f + H.c.
]

+ U
∑
j∈Λ

(
nj,↑ − 1

2

)(
nj,↓ − 1

2

)
,

(22)

plus a penalty

H ′′
pen = − αb

∑
j∈Λ

∑
µ

(
Wj,µWj+µ,−µ − 1

)
− αp

∑
□∈Λ

(
C⌜ C⌝

C⌞ C⌟
− 1

)
,

(23)

where C are the corner operators defined in
Eq. (21) and form the plaquette interaction pre-
viously defined in Eq. (9) in terms of links. Using
tensor networks, we simulate the model as it ex-
actly appears in these expressions.

3.2 Numerical Results
In this section, we present the numerical results
obtained using exact diagonalization (ED) and
tree tensor networks (TTN) algorithms [69, 70].
Our numerical computations concern only open
boundary conditions (OBC).
To numerically check the validity of our mapping,
we compare the original 2D Hubbard model of
Eq. (16) and its defermionized version described
in Eqs. (22)-(23). For both Hamiltonians, we
perform ED on a 2 × 2 lattice.
Since the two Hamiltonians do not fix a spe-
cific number of particles on the lattice, we add
to them an extra term of the form HN =
µ̃
(∑

j∈Λ
(
nj,↑ + nj,↓

)
−N

)2
, where µ̃ plays the

role of a large penalty coefficient that increases
the energy of all the states with a number of par-
ticles differing from N . In this way, by tuning
N and setting αp = αb = 20 and µ̃ = 20, we
perform ED at fixed values of the particle den-
sity ρ = N/|Λ|, comparing the ground-state en-
ergy densities of the two models as a function
of the ratio U/t. Notice that the chosen values
of the penalty coefficients are enough to satisfy
both link and plaquette constraints with a preci-
sion larger than 10−7.
As displayed in Fig. 2 for three values of the
particle density, i.e. ρ ∈ {0.5, 1.0, 1.5}, the rel-
ative distance between the energies of the two
models (EH for the original Hubbard model,

Edef.H for its defermionized version) ∆E =
|EH − Edef.H |/|EH | < 10−12 confirms the exact-
ness of our mapping. As expected, the above half-
filling particles are forced to form at least a single-
site pair which determines a linear dependence of
the energy with U/t.
Aware of the equivalence between the two Hamil-
tonians, we focus on the defermionized model
for larger lattice sizes by using TTN simulations.
Our TTN algorithm for variational ground state
search exploits the global U(1) symmetry of the
Hubbard model and the Krylov subspace expan-
sion [71]. Thus, the additional term HN is no
longer needed, as the algorithm directly conserves
the total number of particles by encoding the
U(1) symmetry sectors in the tensor networks.
Given the defermionized Hubbard Hamiltonian of
Eqs. (22)-(23), the ground state at a specified
bond dimension χ is determined by iteratively
optimizing each of the tensors in TTN, gradu-
ally reducing the energy expectation value. This
procedure is iterated several times to reach the
desired convergence. For a detailed and exhaus-
tive description of the algorithms, please see the
technical reviews and textbooks [71, 72]. In our
TTN simulations, we use a maximum bond di-
mension χ = 350, which is sufficient to reach a
relative error on the energy density of the order
10−6, ensuring the stability of our findings.
In Fig. 3(a), we show the TTN results concerning
the defermionized Hamiltonian on a 4 × 4 lattice
at half-filling, i.e. ρ = 1. We also report the cor-
responding energy densities obtained via ED for
the original Hubbard Hamiltonian at smaller lat-
tice sizes, and the results of the extrapolation of
the infinite-size limit obtained by using iPEPS
methods [73]. The energies obtained with the
TTN simulations for the defermionized Hamil-
tonian are in agreement with the overall scaling
shown by the exact energies as a function of U/t
and the lattice sizes.
To further test the equivalence between the
original Hubbard model and its defermionized
version, we compute the ground-state D ≡
1/|Λ|

∑
j
〈
nj,↑nj,↓

〉
. In Fig. 3(b), we show the re-

sults obtained from the TTN simulations of the
defermionized model on the 4 × 4 lattice. For
the sake of comparison, we report the data of the
original Hubbard Hamiltonian, obtained in Ref.
[66] by using two independent numerical meth-
ods, i.e. the multireference projected Hartree-
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Figure 2: Exact Diagonalization comparison on a 2 × 2 lattice between the ground state energy density ε of the
original 2D Hubbard model and its defermionized version as a function of U/t, and for three values of the particle
density ρ: (a) below half-filling with ρ = 0.5, (b) at half-filling with ρ = 1.0, (c) above half-filling with ρ = 1.5.
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Figure 3: (a) Ground state energy density of the 2D Hubbard Hamiltonian at ρ = 1 for different lattice sizes. Results
concerning 2 × 2, 3 × 2, and 3 × 3 lattices are obtained via exact diagonalization (ED) of the original Hubbard
Hamiltonian in Eq. (16). Energies of the 4 × 4 lattice result from TTN simulations of the defermionized Hamiltonian
in Eqs. (22)-(23) with bond dimension χ = 350 and energy penalties αp = αb = 20. (b) Double occupancy D as a
function of U/t is computed with different numerical methods. Data for MRPHF and DMET are taken from [66].
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U/t = 0.0
(a)

Figure 4: Ground state characterization for the defermionized Hamiltonian with U/t = 0.0, 4.0 numerically simulated
via TTNs. Computed observables: (a),(d) local configurations of fermionic matter for each lattice site ⟨Nj⟩, local
spin along the z-axis Sz

j represented by arrows in the center of the lattice sites (values are close to zero), rishon
modes occupation on the links nrishon,j; (b),(e) spin modulus squared S2

j ; (c),(f) variance of the matter occupation
number Var(Nj).

Fock method (MRPHF) and the Density matrix
embedding theory (DMET). A good agreement
and consistency of our results with the reference
data is visible for all the simulated values of U/t.
TTN simulations allow for an extra characteriza-
tion of the ground state in terms of local observ-
ables, such as the occupation of fermionic matter
and its variance〈

Nj
〉

=
〈
nj,↑ + nj,↓

〉
Var(Nj) = ⟨

(
Nj
)2⟩ −

〈
Nj
〉2
,

(24)

the local spin along the z-axis and its square mod-
ulus,

Szj = 1
2
〈
nj,↑ − nj,↓

〉
S2

j = 3
4
〈
(nj,↑ − nj,↓)2

〉
,

(25)

but also the rishon mode occupation on lattice
links nrishon,j = ⟨c†

j,µcj,µ⟩.

In Fig. 4, we show the results for U/t = 0 and
U/t = 4. In both cases, as shown in Fig. 4(a)
and Fig. 4(d), the fermionic occupation number
Nj ∼ 1, while the local spin along z, represented
by arrows in the center of the lattice sites, is close
to zero. Correspondingly, all the rishon modes
occupations on the links are nrishon,j ∼ 0.5, as
a consequence of the satisfied link and plaque-
tte penalty constraints that encode the fermion
parity. By looking at Figs. 4(b) and 4(e), we ob-
serve that the squared spin modulus S2

j increases
for all lattice sites by varying U/t from 0.0 to 4.0,
whereas the variance of the fermionic occupation
number Var(Nj) decreases, as shown in Figs. 4(c)
and 4(f).
These configurations agree with the expected
ground state of the original Hubbard model. In-
deed, in the case of half-filling, the Hubbard
model maps to the Heisenberg model [2], and
the ground state mimics an antiferromagnetically
long-range ordered state.
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Qubit-fermion
ratio

Local fermion
parity weight

Hopping
weight

Stabilizer
weight

This paper 3 1 6 5-6
Jordan-Wigner [74] 1 1 O(L) -
Bravyi-Kitaev [75] 1 O(log2 L

2) O(log2 L
2) -

Optimal fermion-to-qubit
mapping [76] 1 O

(
log3 (2L2 + 1)

)
O
(
log3 (2L2 + 1)

)
-

Zohar-Cirac [45]∗ 3 1 5-7 5-6
Exact bosonization [43] 2 4 2-6 6
Supercompact fermion-to-qubit
mapping [48] 1.25 1-2 2-6 12

Table 1: Comparison of different encoding mapping a single species of fermions to qubits for a 2d square lattice of
size L× L.
* This mapping is specifically developed for lattice gauge theories, similarly to [49].

4 Digital quantum simulation
The gauge ‘defermionization’ offers a natural en-
coding of fermionic degrees of freedom to qubits,
thus allowing for the digital quantum simulation
of fermionic models on quantum computers.
Here, we break down the procedure to express
the spin-1

2 Hubbard defermionized model on a
square lattice in terms of qubits and Pauli opera-
tors on a generic platform, see Sec. 4.1, Sec. 4.3,
and Sec. 4.2. This gauge-field-based encoding is
genuinely local, i.e. the lattice support of each
Hamiltonian term is not increased in the en-
coding, and thus each Pauli weight W is con-
served and does not depend on the system size
N . However, locality comes at the cost of
including auxiliary qubits representing the de-
fermionized modes, i.e. fermionic modes and Z2

gauge fields. There currently exists a few local
mappings [39, 42, 77, 43, 78, 79, 80, 81] and
the relation between them is analyzed in [48].
Fermion-to-qubit mappings need resources that
are usually quantified in terms of the number of
qubits to simulate one fermion on average (qubit-
fermion ratio), the number of qubits to express
the parity of a fermionic state (parity weight),
the length of the hopping operators expressed as
Pauli strings and the maximum length of Pauli
strings for the stabilizers. The resources required
by the gauge-field-based encoding are comparable
with state-of-the-art methods: values for qubit-
fermion ratio, fermion parity weight, hopping
weight, and stabilizer weight are (3, 1, 6, 6) re-
spectively. Building on Table I of [48], we present
a comparison of different fermionic encodings in
Table 1. Within these prescriptions, we test our

construction in out-of-equilibrium scenarios that
will be relevant to investigate nontrivial dynam-
ical effects. In particular, the Hubbard model
offers the opportunity to explore the dynamics of
spin-like and charge-like excitations, which in one
dimension manifest as distinct degrees of freedom
with independent propagation velocities [3, 82],
and have been recently observed in cold gases ex-
periments [52, 15] and digital quantum simula-
tions [33]. In two dimensions, the dynamics of
spin and charge degrees of freedom is highly non-
trivial [83] as strongly-correlated effects become
relevant, still a subject of ongoing theoretical and
experimental analysis with quantum simulation
platforms [53, 54].
For these reasons, we simulate the digital dynam-
ics of spin and charge excitations over a half-filled
(ρ = 1) 2 × 4 system in the antiferromagnetic
phase with U/t = 10. In Sec. 4.4, we lay out the
protocols to adiabatically prepare the antiferro-
magnetic ground state, and then inject the exci-
tations. Finally, in Sec. 4.5, we observe the cor-
responding out-of-equilibrium dynamics for spin
and charge excitations. While protocols are de-
signed for a general digital quantum computer,
the presented results are obtained from tensor
networks [84] to emulate the evolution of the
quantum circuit.

4.1 Fermion to qubits mapping of the de-
fermionized Hubbard Hamiltonian

We introduce a qubit for each flavor (up u and
down d) and one for each rishon (north n, west
w, east e, south s). To minimize the Pauli weight
of the Hamiltonian terms, a specific ordering for
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the qubits composing each dressed site is defined:{
{u, d, w, s, e, n} if (−1)jx+jy = 1 (even site)
{d, u, s, w, n, e} if (−1)jx+jy = −1 (odd site).

(26)

All the operators in Eq. (22) and penalties in
Eq. (23) are first mapped to Majorana operators
and then to spin-1

2 algebra, while preserving all
the commutation relations. We recall that a hop-
ping operator from an odd (0) and an even (E)
site for the up species can be written as:

ψ†
↑EγeEγwOψ↑O − ψ↑EγeEγwOψ

†
↑O = (27)

γeEγwO
(
ψ†

↑Eψ↑O − ψ↑Eψ
†
↑O

)
.

Then, by defining the Majorana operators
dx↑E,↑O

, dy↑E,↑O
as:

dx↑E,↑O
= ψ↑E,↑O + ψ†

↑E,↑O (28)

dy↑E,↑O
= i

(
ψ↑E,↑O − ψ†

↑E,↑O

)
, (29)

we can trivially prove that

dx↑E
dy↑O

− dy↑E
dx↑O

= 2i
(
ψ†

↑Eψ↑O − ψ↑Eψ
†
↑O

)
.

(30)

We can thus express the hopping in terms of the
Majorana operators. Following the order defined
in Eq. (26), the operators acting on an even site
j can be written as:

dxj,↑ = XZZZZZ, dxj,↓ = IXZZZZ, (31)
dyj,↑ = Y ZZZZZ, dyj,↓ = IY ZZZZ, (32)

γj,r = IuId

r−1⊗
k=w

Ik ⊗Xr

n⊗
k=r+1

Zk, (33)

where X,Y, Z are Pauli matrices and I is the
identity. In the two equations above we dropped
the index of species and rishons for clarity. The
string of Z operators applies to all the qubits
forming a site. The index r runs over the differ-
ent rishon species of a site, as defined in Eq. (26).
The mapping for odd sites can be obtained analo-
gously using Eq. (26), and is equivalent to swap-
ping the first two operators and using the odd-
ordered sites.
Now, we compute the explicit form of the Hamil-
tonian terms, hopping and on-site interaction, in
terms of Pauli operators. Following the notation

defined in Eq. (26), the horizontal hopping op-
erator from an odd to an even site for flavor up
reads:

u d w s e n d u s w n e
dx↑E

X Z Z Z Z Z I I I I I I
γeE I I I I X Z I I I I I I
γwO I I I I I I I I I X Z Z
dy↑O

I I I I I I I Y Z Z Z Z
hopping X Z Z Z iY I I Y Z -iY I I

(34)
Matrix multiplication goes from bottom to top.
By computing also the hermitian conjugate, the
hopping term results:

dx↑E
γeEγwOdy↑O

− dy↑E
γeEγwOdx↑O

= (35)
(XZZZY IIY ZY II − Y ZZZY IIXZY II) .

Terms for vertical hopping or hoppings involving
different species can be derived analogously.
Similarly, we derive the on-site interaction term.
The number operator acting on site j can be writ-
ten as nj,σ = 1

2
(
1 − Zj,σ

)
, then the on-site inter-

action reads:(
nj,↑ − 1

2

)(
nj,↓ − 1

2

)
= 1

4Zj,↑Zj,↓. (36)

Once we obtain the Hamiltonian terms described
as Pauli strings, we decompose the relative time
propagator in single and two-qubit gates follow-
ing Ref. [77]. A detailed description of the map-
ping from the time propagator to the quantum
circuit can be found in Appendix A.

4.2 Vertex and plaquette constraints

Following the prescription of the gauge de-
fermionization, we have to constrain the state to
a specific subspace of the Hilbert space, a condi-
tion set by the first two lines of Eq. (15). Each
symmetry can be cast into a language that di-
rectly translates into a quantum circuit scenario
and is equivalent to a stabilizer of a quantum er-
ror correcting code; to respect the gauge symme-
try, the state is restrained to the +1 eigenstate
of the stabilizers [85]. The Pauli representation
of the stabilizers can be obtained following the
mapping presented in Eq. (31). As expected, all
the stabilizers commute with the Hamiltonian.
The vertex stabilizer term reads from the first line
of Eq. (15). As the exponentials are counting the
parity of a given species/rishon, these operators
correspond to Z operators in the qubit language.
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Thus, the stabilizer acting on the lattice vertex v
results in

Sv =
⊗
f=u,d

Zf
⊗
µ∈v

Zv+µ, (37)

where µ runs on all rishons connected to the ver-
tex v. This stabilizer must be applied to each
vertex v in the system.
The plaquette stabilizer, similar to the one in [49],
reads from the second row in Eq. (15). As the
product always runs on four terms, the imaginary
unit i drops. Following the representation of the
γ operators reported in Eq. (33), the final form of
each plaquette term respects the qubits ordering
of the dressed site. Thus, the form of an even
plaquette stabilizer is different from an odd one,
where a plaquette is said even (odd) if the lower-
left corner of the plaquette lies on an even (odd)
site. We report the explicit computation for an
even plaquette in Table 2.
Finally, we report the size of the Hilbert space to
perform a digital quantum simulation of the de-
fermionized Hubbard model over a x×y grid, and
compare it to the size of the accessible subspace:

dim(H) = 22xy+x(y−1)+y(x−1) = 24xy−x−y

(38)
dim(Heff ) = 22xy+x(y−1)+y(x−1)−(x−1)(y−1)−xy

= 22xy−1. (39)

We notice that constraining the system to the
physical subspace quadratically decreases the di-
mension of the Hilbert space, showing that we are
working with a highly redundant space.

4.3 Link constraint

The state of the two rishons sharing the same link
is also subject to a constraint set by the third line
of Eq. (15). The only qubits states fulfilling this
constraint are |00⟩ and |11⟩. The effective Hilbert
space for a pair of rishons is 2-dimensional; for
this reason, both rishons can be described with a
single qubit, by mapping |00⟩ → |0⟩ , |11⟩ → |1⟩.
After this procedure, we need to project all the
operators acting on the two rishons on the new
subspace. Given an operator Ar1r2 we can write
the new operator living on the two-dimensional
space as:

Ar = Tr|01⟩,|10⟩Ar1r2 , (40)

where we trace out the states violating the con-
straint. We report the new form of some op-
erators of interest as an example: ZZ → I,
XX → X. This way, each dressed site shares
a rishon with its nearest neighbors, and thus
there is no longer a clear separation between the
dressed sites. In Fig. 5, we report the final form of
the stabilizers and the Hamiltonian terms, once
the link constraint is applied.

|u⟩
|d⟩

|0⟩

(nj,↑ − 1
2 ) (nj,↓ − 1

2 )

Z

Z

Z

Z

Z Z Z

Z

Y

Y
X
X Y

Y

Z

Z

X

X

dx↑E
γe,Eγw,Ody↑O

Z X

Z Z

X Z I Y
I

I
I

I

Z Z

(c)(b)(a)

(d) (e)

|0⟩
|w⟩
|u⟩
|d ⟩ ⋮

(f)

Figure 5: Graphical representation of the Hamiltonian
terms in the defermionized Hubbard model and of the
stabilizers for installing the vertex, link, and plaquette
symmetries. These terms result from applying Eq. (40),
where the states of the two rishons satisfying the link
constraint are mapped to a single qubit for each link.
In (a), we depict the vertex stabilizer, while (b) corre-
sponds to the even plaquette stabilizer, and (c) repre-
sents the odd plaquette stabilizer. Figures (d) and (e)
illustrate the hopping term and the onsite interaction re-
spectively. As dictated by Eq. (26), in figure (d), the
u qubit is the first on the even site and the second on
the odd site. In (f) we report the quantum circuit used
to measure the stabilizer in (a) using CNOT gates and
a projective measurement on an ancilla qubit (depicted
in blue). The qubits |n⟩ , |e⟩ , |s⟩ are not reported in the
figure, even if their CNOT gate is present with a dashed
line.

4.4 Preparation of spin and charge excitations

Here, we lay out the protocols to adiabatically
prepare the antiferromagnetic ground state, and
to inject spin- and charge-excitations.

Adiabatic ground state preparation The
adiabatic state preparation targets the ground
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u d w s e n d u s w n e d u s w n e u d w s e n
γ00e I I I I X Z I I I I I I I I I I I I I I I I I I
γ00n I I I I I X I I I I I I I I I I I I I I I I I I
γ01s I I I I I I I I X Z Z Z I I I I I I I I I I I I
γ01e I I I I I I I I I I I X I I I I I I I I I I I I
γ10w I I I I I I I I I I I I I I I X Z Z I I I I I I
γ10n I I I I I I I I I I I I I I I I X Z I I I I I I
γ11w I I I I I I I I I I I I I I I I I I I I X Z Z Z
γ11s I I I I I I I I I I I I I I I I I I I I I X Z Z

stabilizer I I I I X iY I I X Z Z iY I I I X iY I I I X iY I I

Table 2: Explicit definition of the stabilizer for an even plaquette. This calculation does not take into account the link
symmetry: thus it is necessary to do that further computation to obtain the final expression of the qubit mapping.

state of the defermionized Hubbard model over
a 4 × 2 lattice, at half-filling (ρ = 1) with t = 0.1
and U = 1. The adiabatic evolution starts from
the ground state of Eq. (22) with t = 0, here re-
named H0 = H ′′

Hub(t = 0); the hopping terms are
slowly switched on to reach H1 = H ′′

Hub. Then,
the time-dependent Hamiltonian reads:

H = (1 − β)H0 + βH1, (41)

where β ∈ [0, 1] is the adiabatic parameter that
increases linearly for 100 steps; for each β, the
system evolves for ten time-steps dτ to ensure a
smooth convergence, for a total of 1000 evolution
steps. The real-time evolution is simulated by
decomposing the evolution operator via a first-
order Trotterization with time step dt = dτ =
0.01.
Since the initial state of H0 is hugely degenerate,
we select as initial state for the adiabatic process
is the ground state of H0 at half-filling (ρ = 1)
and respects the spin-flip symmetry. While ne-
glecting the rishons’ state, we consider only the
state of the matter qubits (u and d) for each
dressed site over the 4×2 lattice, where |10⟩ = |↑⟩
and |01⟩ = |↓⟩. It results in

1√
2

(∣∣∣∣∣↑ ↓ ↑ ↓
↓ ↑ ↓ ↑

〉
+
∣∣∣∣∣↓ ↑ ↓ ↑
↑ ↓ ↑ ↓

〉)
. (42)

Notice that the state in Eq. (42) is a GHZ
state, thus it can be easily prepared using only
Hadamard, NOT, and controlled-NOT gates. Fi-
nally, the rishons’ state is uniquely determined
once the stabilizers are measured, after which we
apply a conditional operation to ensure the state
lies in the correct symmetry sector. For a de-
piction of the stabilizers see Fig. 5, while for an
example of the measurement of the stabilizer de-

picted in Fig. 5(a) see Fig. 5(f). This measure-
ment is performed through a projective measure-
ment of an ancilla qubit.
At the end of the adiabatic evolution, we checked
that local spin projection Szj and local charge Nj
are stationary up to oscillations compatible with
the cut of the singular values in the tensor net-
work emulator (10−8). For a discussion about
convergence see Appendix B.
While an adiabatic state preparation is performed
in this case, we do not think this approach to
be scalable on real quantum devices. However,
there are multiple possibilities for preparing the
initial state with shallower circuits. If a tensor
network state can efficiently represent the target
state, we can variationally map the state to a
quantum circuit [86]. Another possibility is to
implement a Quantum Approximate Optimiza-
tion Algorithm (QAOA), which can encode the
Hamiltonian interactions in the quantum circuit
structure [87]. Both approaches have the advan-
tage of being able to tune the fidelity of the algo-
rithm with the depth of the quantum circuit.

Excitations Spin- and charge-excitations are
injected in the ground state of H1 using local op-
erations and classical communication (LOCC)s:
this procedure is, in principle, completely repro-
ducible on state-of-the-art quantum computers.
Both protocols preserve the symmetries of the
system, namely every constraint previously de-
fined is satisfied. In Fig. 6, we provide a graphical
representation of the two methods.
Spin excitation. Without losing any generality,
the spin excitation is created on the site (0, 0).
Recalling that qubits u, d represent up and down
flavors, we choose a general superposition of the
two states; after a projective measurement on
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Figure 6: Schematic of injecting spin- and charge-excitations on the (0, 0) corner. Both figures depict the qubit
lattice, highlighting up and down qubits within the matter site. Rishons are represented as black dots and labeled
with respect to the corner. In the bottom right of each subfigure, we report the entire lattice, highlighting in red the
site and rishons involved in the operation. All applied operations commute with the stabilizers. (a) Spin excitation:
To inject the spin excitation, we initially measure the qubit states for up and down, post-selecting only the |01⟩ = |↑⟩
state. Then, the XX operator flips the spin state. (b) Charge excitation: Injecting the charge excitation involves
measuring the up qubit and post-selecting the state |1⟩. We then apply the Pauli operators as depicted in the figure,
equivalent to causing the matter qubit u to jump outside the lattice. To achieve this, an additional rishon (the s
rishon in this case) must be added.

both qubits, only the flavor up is post-selected,
i.e. the qubits state |10⟩ = |↑⟩. Then, a spin ex-
citation is introduced by flipping the spin state:

|↑⟩ −→ |↓⟩ , |1u0d⟩
XX−−→ |0u1d⟩ .

This operation corresponds to applying the op-
erator XX on the qubits u, d. Notice that XX
commutes with all the stabilizers, since it shares
support only with the vertex stabilizer in (0, 0),
and they commute.
Charge excitation. In principle, the charge ex-
citation can be created anywhere on the lattice.
However, for improved efficiency, we restrict the
protocol to the sites along the border and in par-
ticular to the site (0, 0). A projective measure-
ment is performed on the u qubit, then post-
selecting the state |1⟩. Being left with a single
charge on the site, the excitation is obtained by
removing that very charge. However, this oper-
ation does not commute with the vertex stabi-
lizer in (0, 0), thus breaking that constraint. To
preserve Gauss’ law we introduce an additional
qubit, labeled as an extra rishon of site (0, 0), in
this case, s (or w). The excitation is implemented
by flipping the state of the qubits u, s:

|1u0s⟩
XX−→ |0u1s⟩ .

This procedure, however, does not commute with
the stabilizers, and it would bring the state out-
side the subspace of the physical states. To avoid
this issue, we implement this operation by apply-
ing the hopping operator iγj,sψj,↑ with j = (0, 0),
which makes the particle in u hop through s out-
side the lattice. The operator reads gcharge =
XuZdZwYs, and it is equivalent to the bit-flip just
discussed. We stress that qubit d is not projected
during this protocol.

4.5 Propagation of spin and charge excitations
By employing the local encoding, we simulate the
dynamics of spin and charge excitations over a
half-filled (ρ = 1) 2 × 4 system in the antifer-
romagnetic phase U/t = 10. To this aim, we
use quantum matcha TEA [84], an emulator of
quantum circuits based on MPS. All the simu-
lations converge with bond dimension χ = 1024
- below the maximum achievable for 27 qubits,
where the maximum bond dimension is bound by
χmax = 8192 - and Trotter step dt = 0.01. In this
regime with U ≫ t, the Hubbard model dynam-
ics is effectively described by the t− J model [1],
where high-energy doublon states are perturba-
tively removed and lead to an antiferromagnetic
spin-exchange coupling J = 2t2/U of the Heisen-
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berg type. In this regime, we therefore expect to
observe slower spin dynamics governed by the J
coupling and faster hole dynamics governed by t.
The first column of Fig. 7 shows the evolution of
the spin excitation. By measuring the local spin
along the z direction Szj (τ), one can monitor in
time the deviations from the initial condition, i.e.
the excitation injection:

Szj (τ) = 1
2
(
⟨nj,↑⟩(τ) − ⟨nj,↓⟩(τ)

)
. (43)

This assessment requires only the expectation
values of local observables, since

⟨nj, ↑
↓
⟩ =

1 − ⟨Zj,u
d
⟩

2 , where ⟨Zj,u
d
⟩ (44)

is the expectation value of the u(d) qubits over
the Z basis. The second column of Fig. 7 shows
the evolution of the injected charge excitation.
Similarly to the previous case, we measure the
local charge Nj(τ):

Nj(τ) = ⟨nj,↑⟩(τ) + ⟨nj,↓⟩(τ), (45)
where τ is the time dependence. The numer-
ical findings are in agreement with the t − J
model description, namely show much faster hole
dynamics (τh ∼ 1/t) and slower spin dynam-
ics (τs ∼ 1/J). This is also quantitatively con-
firmed for the parameters chosen in these simu-
lations by the corresponding monitored observ-
ables. Considering the injection site j = (0, 0),
the first peak in the charge sector, Nj(τ), occurs
at τh ≈ 12/U = 1.2/t, whereas the first peak in
the spin sector, Szj (τ), occurs at τs ≈ 65/U =
6.5/t. The corresponding ratio τs/τh = 5.4 is
close to the ratio t/J = U/2t = 5, as expected.
Notice that this analysis only provides evidence of
the short timescale propagation of the excitations
and is additionally affected by the small system
size. While in 1D spin and charge would manifest
as independent degrees of freedom also at longer
times due to the well-known spin-charge separa-
tion phenomenon, this will not be the case in
two-dimensional lattices. Spin and charge would
indeed display strongly-correlated dynamics at
longer times, as a consequence of spinon-holon
coupling (see, for example, Refs. [83, 15] and ref-
erences therein).

5 Conclusions
We have generalized a technique for local fermion
encoding to any 2D lattice configurations elimi-

nating the fermionic degrees of freedom by ab-
sorbing them into an auxiliary Z2 gauge field
(gauge defermionization). We have successfully
tested this method against the 2D spin-1

2 Hub-
bard model. The ground state properties have
been computed for varying particle densities uti-
lizing both tree-tensor network ansatz and ex-
act diagonalization methods. Here, we have ob-
served the expected transition from the liquid to
the anti-ferromagnetically ordered phase, access-
ing lattice sizes up to 4 × 4. Furthermore, gauge
defermionization introduces a fermion-to-qubit
mapping with comparable resource requirements
to state-of-the-art encodings. We have shown
that this mapping offers a scalable pathway for
the digital quantum simulation of fermionic the-
ories when the available fault-tolerant quantum
computers [88, 89] will be scaled. For the de-
fermionized 2D Hubbard Hamiltonian, hopping
terms and gauge constraints, here included as
stabilizers, result in a maximum Pauli weight of
6. We have then demonstrated the feasibility
of this approach by simulating the digital out-
of-equilibrium dynamics of the defermionized 2D
Hubbard Hamiltonian over a 4 × 2 lattice in the
antiferromagnetic phase. Our protocol entails the
adiabatic preparation of the ground state (half-
filling, U/t = 10), the injection of a charge (spin)-
excitation in the system, and the time evolution
of the perturbed state. Finally, we have observed
a faster propagation for the charge excitation
compared to the spin one as expected from the
low-energy description based on the t− J model.
Our collected results show numerical evidence
that the local encoding is a scalable and feasible
pathway toward the digital quantum simulation
of fermionic lattice theories. We have highlighted
that is indeed feasible to provide physically rele-
vant results with the current technology of digital
quantum processing platforms.
Tensor networks also showed positive results, al-
though specifically the tree tensor network ansatz
state manifests some limitations to accommodate
the area-law of entanglement introduced by the
auxiliary, resonant gauge fields. We expect tensor
network geometries capable of capturing a wider
entanglement distribution, such as ATTN [90] or
iPEPS [91], to yield even better results.

Code and data availability − The code to map
the fermionic Hamiltonian to a defermionized one
and run the digital quantum simulation is avail-
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Figure 7: Digital quantum simulation of spin-charge dynamics in the t− J model limit: (a) Propagation of the spin
Sz

j profile on each site at different times in the evolution τ/U = 1, 32.5, 65. (b) Spin profile for selected sites on the
lattice. (c) Propagation of the charge Nj profile on each site at different times in the evolution τ/U = 1, 6, 12. (d)
Charge profile for selected sites on the lattice. Notice that different timescales for spin and charge dynamics occur
as t ≫ J .

able at [92]. The engine of the simulations are
distributed through the quantum tea leaves [93]
and quantum matcha tea [84] python packages of
Quantum TEA.
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A Mapping the time propagator to a
quantum circuit

To simulate the dynamics of our system on a
quantum computer it is important to map the
evolution operator to a quantum circuit using sin-
gle and two-qubit gates since those are the avail-
able operations. First, we Trotterize the evolu-
tion treating each Hamiltonian term separately.
Then, it has been shown that the propagator
e− i

ℏJHidt of a Hi = ZZ . . . Z interaction with
strength J can be compiled by combining a cas-
cade of CNOTs gates and a rotation along the z
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Figure 8: Mapping of the time propagator of a generic
Pauli string to a quantum circuit using only single and
two-qubit gates.

axis [77]:

Rθz =
(

1 0
0 eiθ

)
, θ = Jdt. (46)

In general, we can treat an arbitrary Pauli string
by moving to the Z basis along the CNOTs cas-
cade. Practically, we apply the following single-
qubit basis change gate before and after the
CNOT, respectively for the X and Y Pauli ma-
trices:

H = 1√
2

(
1 1
1 −1

)
, Rx

(
−π

2

)
= 1√

2

(
1 i
i 1

)
.

(47)

In Figure 8 we report the form of the CNOTs cas-
cade with the basis change, showing an example
for a general Pauli string.

B Convergence checks
We perform different checks to ensure that the
results obtained from the time evolution of the
MPS are meaningful. First, one should ensure
that the Trotterization step is small enough. We
perform a time evolution up to time t/U = 20 and
then invert the time, letting the system evolve
back. If we are not making any Trotter errors,
we should go back to the very same state. We
estimate the error as the absolute value of the
difference of the observable ⟨n↑,jn↓,j⟩ at τ = 0
and at the end of the evolution. In Fig. 9, we show
the scaling of the error for different Trotter steps.
We can safely state that the chosen Trotter step
of dt = 10−2 is small enough to obtain reasonable
results.
The second source of error is the state trunca-
tion due to the finite bond dimension of the sys-
tem, which is set at χ = 210 = 1024. This bond
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Time discretization dt
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E
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o
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n

Figure 9: Trotter error as a function of the Trotter step
in a log-log scale.

dimension is lower than the maximum bond di-
mension that a system of 27 would require, i.e.
χmax = 213 = 8192. However, we can moni-
tor the approximation we make [94]: after each
two-qubits gate, we perform at most an error
E =

∑
i s

2
i , where si are the singular values trun-

cated by the MPS algorithm. A lower bound of
the fidelity F of the final state of the simulation
is:

F =
∏
k

(1 − Ek), (48)

where the index k runs over all the gates of the
quantum circuit implementing the time evolu-
tion. We obtained infidelity of 1 − Fs = 4 · 10−7

for the evolution after the application of the spin
excitation, and 1−Fc = 2 ·10−9 for the evolution
after the insertion of the charge excitation. We
can thus state that all sources of numerical errors
are under control.

C Initial state for the adiabatic evolu-
tion
In Sec. 4.4, we discussed the adiabatic prepara-
tion of the ground state of the defermionized Hub-
bard Hamiltonian for a 4×2 lattice at half filling.
However, we can still choose the initial state for
such a procedure, as long as it is a ground state
of H0. It is thus convenient to choose an easy-
to-prepare state that maximizes the overlap with
the expected final state. The following discussion
will ignore the states of the rishons, which are al-
ways considered to be in the correct state to en-
sure that all the constraints are satisfied. Since
we are interested in the strongly repulsive regime
of U/t = 10, U > 0, we can expect to find only
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one particle in a given site, i.e., the up u or down
d spin species. This is equivalent to saying that
the only qubit states we allow are |1u0d⟩ , |0u1d⟩.
We also notice that any combination of states
that satisfy this condition is a ground state of the
defermionized Hubbard Hamiltonian in Eq. (22)
with t = 0. First, we consider that, once the
hopping is turned on, some configurations will be
favored: those that have a checkerboard config-
uration of sites, where we alternate the up and
down species, i.e., if the site j is in the state |1u0d⟩
all its neighboring sites will be in |0u1d⟩. We fi-
nally prepare a superposition of the checkerboard
states, such that the resulting state is symmetric
under a global spin flip, i.e., a flipping of the u, d
qubits since we expect this to be a symmetry of
the Hamiltonian. The protocol to prepare this
state on a quantum computer is as follows:

1. Prepare the checkerboard state;

2. Stabilize the state under the global spin flip
stabilizer, i.e. an X operator acting on all
the u, d qubits;

3. Stabilize the state w.r.t. all the local stabi-
lizer defined in Sec. 4.

This state is an optimal choice of the initial state
of the simulation.
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