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We derive an analytical expression of a Wigner function that approximately describes the time evolution of the one-dimensional motion of a particle in a nonharmonic potential. Our method involves two exact frame transformations, accounting for both the classical dynamics of the centroid of the initial state and the rotation and squeezing about that trajectory. Subsequently, we employ two crucial approximations, namely the constant-angle and linearized-decoherence approximations, upon which our results rely. These approximations are effective in the regime of wide potentials and small fluctuations, namely potentials that enable spatial expansions orders of magnitude larger than the one of the initial state but that remain smaller compared to the relevant dynamical length scale (e.g., the distance between turning points). Our analytical result elucidates the interplay between classical and quantum physics and the impact of decoherence during nonlinear dynamics. This analytical result is instrumental to designing, optimizing, and understanding proposals using nonlinear dynamics to generate macroscopic quantum states of massive particles.

## 1 Introduction

The one-dimensional position and momentum of a particle is perhaps the most fundamental degree of freedom in physics and of paramount importance in the development of quantum mechanics [1-3]. The state of such a continuous-variable degree of freedom can be described by the Wigner function [4-6], a phase-space quasi-probability distribution. The Wigner function and its time evolution allow us to study the interplay between classical and quantum mechanics as well as the impact of noise and decoherence [7-9]. Usually, the dynamics of the Wigner function is studied in scenarios of small phase-space areas, i.e., scenarios where the phase-space surface occupied by the initial state is of the same order as the space available to be explored through the dynamics. From a theoretical viewpoint, scenarios with small phase-space areas are advantageous as they circumvent the numerical instabilities associated with the nonlocal and highly oscillatory character of the Wigner equation [10,11], which appear for large coherent expansions due to the presence of arbitrarily high-order derivatives. Experimentally, this is the natural regime for quantum
experiments performed with photons [12-14] and atomic systems [15, 16], whose state, even at near-zero temperatures, is delocalized over scales comparable to the length scale of the confining potential. Motivated by recent experimental progress in controlling the quantum center-of-mass motion of a single nanoparticle [17-24], which has approximately nine orders of magnitude more mass than a single atom, here we focus on the rather unexplored regime of large-scale quantum dynamics. That is, the dynamics generated when a highly localized phase-space probability distribution evolves in a wide, nonharmonic potential that enables the particle to explore an orders-of-magnitude larger phase-space area.

In this paper, we present a method to obtain an approximated analytical expression for the time evolution of the Wigner function in a nonharmonic potential, in the presence of decoherence, caused by weak coupling to a high-temperature bath [25-27], and whitenoise fluctuations in both the amplitude and position of the potential [28-30]. Our method implements two exact frame transformations. The first one accounts for the classical trajectory of the centroid of the initial state. The second incorporates the rotation and squeezing around the centroid classical trajectory. After those exact transformations, we perform two approximations, namely the constant-angle and linearized-decoherence approximations.

On the one hand, the constant-angle approximation is applicable when the local phasespace rotation angle (defined below) around the centroid classical trajectory changes slowly over time. This approximation is expected to hold in the regime of wide potentials, where the relevant length scale of the potential is much larger than the initial spatial extent of the particle's position, thereby allowing large coherent expansions. Importantly, the approximation breaks down close to the turning points, where the quantum state compresses and the local phase-space rotation angle changes rapidly. On the other hand, the linearizeddecoherence approximation is accurate in the limit of small fluctuations, where the de Broglie wavelength of the quantum state remains significantly smaller than the relevant length scale of the potential. Both, the breakdown of the approximation near the turning points and the small de Broglie wavelength evoke properties reminiscent of the so-called semiclassical methods [31-34], such as the Wentzel-Kramers-Brillouin approximation, that study the asymptotic limit $\hbar \rightarrow 0$ of the Schrödinger equation. Among semiclassical methods, we highlight the connection of our method with the Gaussian wave packet dynamics developed by Heller and co-workers in a series of works [35-40]. This method relies on the so-called thawed Gaussian approximation [41], in which the potential is replaced by its quadratic expansion along the classical trajectory of the wave packet. Consequently, our method reproduces this approximation in the limit in which all nonlinear and decoherence effects are disregarded. However, the precise connection between the method discussed here and previously studied semiclassical methods remains unclear, and we leave it for future investigation.

Here, we show that the analytical expression obtained with this method provides an excellent approximation to the generated nonlinear open dynamics in the regime of wide potentials and small fluctuations. Our results are timely as they synergize with recently developed numerical tools [11] that allow to design, optimize, and understand protocols where a quantum ground-state-cooled nanoparticle in a wide nonharmonic potential rapidly evolves into a macroscopic quantum superposition state [42].

The rest of the paper is organized as follows. In Sec. 2, we derive an analytical approach using Wigner analysis to describe the dynamics of a particle in a nonharmonic potential. We define the regime in which a key approximation, referred to as the constant-angle approximation, is used to integrate the nonlinear dynamics, thereby providing an analytical form of the time-evolved Wigner function. In Sec. 3, we apply our analytical method to the example of a particle evolving in a wide double-well potential. We explicitly show how
our analytical approach reproduces the numerical results obtained using the split-method operator [43] and the numerical method presented in [11]. We draw our conclusions in Sec. 4 and provide further details of our analysis in the Appendix.

## 2 Wigner Analysis of Particle Nonlinear Dynamics

In this Section, we provide an analytical treatment of the one-dimensional dynamics of a particle evolving in a nonharmonic potential in the presence of decoherence. Since the classical equations of motion associated with a nonharmonic potential are nonlinear, we say that the particle undergoes nonlinear dynamics. Initially (Sec. 2.1), we will delve into the detailed description of the dynamical problem under study, presenting both the Liouville-von Neumann equation and the equation of motion of the Wigner function. Subsequently, we will conduct two frame transformations that are exact: the classical centroid frame transformation (Sec. 2.2), and the Gaussian frame transformation (Sec. 2.3). These two transformations yield a valuable and exact reformulation of the dynamical problem. Following this, we will perform two approximations (Sec. 2.4): the constant-angle approximation and the linearized-decoherence approximation. These will lead to an easily evaluable expression of the time-evolved Wigner function. Finally (Sec. 2.5), we will discuss the regime where we expect the constant-angle approximation to provide an accurate description of the nonlinear particle dynamics.

Throughout the section, we will use the following nomenclature for the different types of dynamics. First, the term linear dynamics refers to the dynamics generated by a Hamiltonian whose associated classical equations of motion are linear. That is, whose solutions are closed under linear combinations. This implies that the corresponding Hamiltonian is at most quadratic in the position and momentum variables. The term coherent dynamics refers to the dynamics that preserves the coherence and purity of the state over time. In the wave function picture, those are the dynamics generated by the Schrödinger equation. Finally, we use the term Gaussian dynamics to refer to the dynamics that preserves the Gaussianity of the state. Namely, the combination of linear dynamics plus diffusion-like dissipation. Finally, given the definitions above, we use interchangeably the terms linear dynamics and coherent Gaussian dynamics.

### 2.1 Description of the dynamical problem

We consider the one-dimensional dynamics of a particle with mass $m$, where the position and momentum operators are given by $\hat{X}$ and $\hat{P}$, respectively, and they fulfill the canonical commutation rule $[\hat{X}, \hat{P}]=i \hbar$. The particle evolves under a potential denoted by $V(\hat{X})$, and in the presence of decoherence. The time evolution of the particle's state, specified by its density operator $\hat{\rho}(t)$, is governed by the Liouville-von Neumann equation:

$$
\begin{equation*}
\frac{\partial \hat{\rho}}{\partial t}(t)=\frac{1}{i \hbar}\left[\frac{\hat{P}^{2}}{2 m}+V(\hat{X}), \hat{\rho}(t)\right]+\mathcal{D}[\hat{\rho}(t)] \tag{1}
\end{equation*}
$$

Here, $\mathcal{D}[\cdot]$ represents the decoherence superoperator, which we specify below. We are interested in studying the evolution of a particle that is initially cooled to a low-temperature thermal state in a harmonic potential of frequency $\Omega$ (for example, an optical trap). At zero temperature, the particle has zero-point fluctuations, with $X_{\Omega}=\sqrt{\hbar /(2 m \Omega)}$ in position, and $P_{\Omega}=\hbar /\left(2 X_{\Omega}\right)$ in momentum.

Motivated by experiments with levitated nanoparticles in ultra-high vacuum [17-24, 44], we will model the decoherence as follows. First, we consider position localization
decoherence [45-47], which is defined by the dissipator:

$$
\begin{equation*}
\mathcal{D}_{\mathrm{loc}}[\cdot]=-\frac{\Gamma_{\mathrm{loc}}}{2 X_{\Omega}^{2}}[\hat{X},[\hat{X}, \cdot]] \tag{2}
\end{equation*}
$$

where $\Gamma_{\text {loc }}$ is the position localization decoherence rate. This type of decoherence emerges in the weak-coupling high-temperature limit of Brownian motion [25-27, 48] as well as after performing an ensemble average of a white-noise stochastic force [49]. This decoherence model mimics the recoil heating due to laser light [50, 51] and the emission of thermal photons [46, 52-54], among other sources of decoherence. The dissipator in $\mathcal{D}_{\text {loc }}[\cdot]$ corresponds to the long-wavelength limit of the decoherence superoperator [52, 55], and it overestimates the actual decoherence of the system. Hence, even in the case where the form in Eq. (2) is not accurate, it can be used to upper bound the effect of environmental decoherence. Additionally to $\mathcal{D}_{\text {loc }}[\cdot]$, we take into account the decoherence due to fluctuations in the potential's center and its amplitude [28-30]. In particular, we consider the fluctuating potential:

$$
\begin{equation*}
V_{\text {fluc }}(X, t)=\left(1+\xi_{2}(t)\right) V\left(X-X_{\Omega} \xi_{1}(t)\right) \approx V(X)-\xi_{1}(t) X_{\Omega} \frac{\partial V}{\partial X}(X)+\xi_{2}(t) V(X) \tag{3}
\end{equation*}
$$

where $\xi_{1}(t)$ and $\xi_{2}(t)$ are zero-average stochastic processes representing fluctuations of the potential's center and amplitude, respectively. In Eq. (3), we have assumed small potential fluctuations, which justify the use of a Taylor series expansion in each $\xi_{i}(t)$, truncated to the first order. For simplicity, we assume $\xi_{i}(t)$ to be independent Gaussian white noise processes with the correlation function $\left\langle\left\langle\xi_{i}(t) \xi_{j}\left(t^{\prime}\right)\right\rangle\right\rangle=2 \pi A_{i} \delta_{i j} \delta\left(t-t^{\prime}\right)$, where $\langle\langle\cdot\rangle\rangle$ denotes the average over trajectories and $A_{i}$ is a measure of the noise amplitude. The average over these stochastic processes can be computed using the cumulant expansion method to the second order [56], and leads to the decoherence superoperator:

$$
\begin{equation*}
\mathcal{D}_{\text {fluc }}[\cdot]=-\frac{\pi A_{1} X_{\Omega}^{2}}{\hbar^{2}}\left[\frac{\partial V}{\partial X}(\hat{X}),\left[\frac{\partial V}{\partial X}(\hat{X}), \cdot\right]\right]-\frac{\pi A_{2}}{\hbar^{2}}[V(\hat{X}),[V(\hat{X}), \cdot]] \tag{4}
\end{equation*}
$$

Putting everything together, the decoherence model used in this paper is given by $\mathcal{D}[\cdot]=$ $\mathcal{D}_{\text {loc }}[\cdot]+\mathcal{D}_{\text {fluc }}[\cdot]$. This dissipator can be compactly written as:

$$
\begin{equation*}
\mathcal{D}[\cdot]=-\sum_{n, m=1}^{\infty} \frac{\Gamma_{n m}}{2 X_{\Omega}^{n+m}}\left[\hat{X}^{n},\left[\hat{X}^{m}, \cdot\right]\right] \equiv \sum_{n, m=1}^{\infty} \mathcal{D}_{n m}[\cdot] \tag{5}
\end{equation*}
$$

This form is obtained by performing a Taylor expansion of the potential, i.e., $V(X)=$ $\sum_{n=1}^{\infty}\left(\partial^{n} V / \partial X^{n}\right)(0) X^{n} / n$ !. The expression of the decoherence rates $\Gamma_{n m}$ can be obtained by collecting the corresponding terms from $\mathcal{D}_{\text {loc }}[\cdot]$ and $\mathcal{D}_{\text {fluc }}[\cdot]$, and they are explicitly given in App. A. It should be noted that the dissipator $\mathcal{D}_{n m}[\cdot]$ for $n$ or $m$ strictly larger than one, which originates from the potential fluctuations $\mathcal{D}_{\text {fluc }}[\cdot]$, generates non-Gaussian dissipative dynamics.

We chose to use the Wigner function formalism $[4,5]$ to analytically handle the dynamics generated by Eq. (1). Moreover, we use the dimensionless position $x=X / X_{\Omega}$, momentum $p=P / P_{\Omega}$, and time $\tau=\omega t$ variables, where $\omega$ is an arbitrary frequency scale associated with the potential $V(X)$. The corresponding dimensionless potential in these units is defined as $U(x) \equiv V\left(x X_{\Omega}\right) /\left(m \omega^{2} X_{\Omega}^{2}\right)$. In accordance with Eq. (1), the equation of motion for the dimensionless Wigner function $W(\boldsymbol{r}, \tau)$ is given by

$$
\begin{equation*}
\frac{\partial W}{\partial \tau}(\boldsymbol{r}, \tau)=\left(\mathcal{L}_{\mathrm{c}}+\mathcal{L}_{\mathrm{q}}+\mathcal{L}_{\mathrm{d}}\right) W(\boldsymbol{r}, \tau) \tag{6}
\end{equation*}
$$

where $\boldsymbol{r} \equiv(x, p)^{\top}$ denotes a point in the dimensionless phase space. The first term generates classical (i.e., Liouville) dynamics and is expressed as:

$$
\begin{equation*}
\mathcal{L}_{\mathrm{c}}=-\frac{\Omega}{\omega} p \frac{\partial}{\partial x}+\frac{\omega}{\Omega} \frac{\partial U}{\partial x}(x) \frac{\partial}{\partial p} . \tag{7}
\end{equation*}
$$

The second term generates genuine quantum dynamics and is written as:

$$
\begin{equation*}
\mathcal{L}_{\mathrm{q}}=\frac{\omega}{\Omega} \sum_{n=1}^{\infty} \frac{(-1)^{n}}{(2 n+1)!} \frac{\partial^{2 n+1} U}{\partial x^{2 n+1}}(x)\left(\frac{\partial}{\partial p}\right)^{2 n+1} . \tag{8}
\end{equation*}
$$

Note that $\mathcal{L}_{\mathrm{c}}+\mathcal{L}_{\mathrm{q}}$ generates the same evolution as the Schrödinger equation and that $\mathcal{L}_{\mathrm{q}}=0$ for up to quadratic potentials. Lastly, the third term generates decoherence, which in accordance with Eq. (5), can be written as $\mathcal{L}_{\mathrm{d}}=\sum_{n, m=1}^{\infty} \mathcal{L}_{\mathrm{d}, n m}$, where:

$$
\begin{equation*}
\mathcal{L}_{\mathrm{d}, n m}=\sum_{k=2}^{n+m} c_{n m k} x^{n+m-k}\left(\frac{\partial}{\partial p}\right)^{k} . \tag{9}
\end{equation*}
$$

The specific expression of the coefficients $c_{n m k}$ is provided in App. A. Note that while we have focused on the one-dimensional motion of massive particles, our results, especially when written in this dimensionless form, can be applied to describe the nonlinear dynamics of other continuous-variable degrees of freedom (e.g., a single electromagnetic field mode).

The aim of this paper is to solve Eq. (6) for an initial Gaussian state, whose Wigner function can be written as:

$$
\begin{equation*}
W(\boldsymbol{r}, 0)=\mathrm{G}[\boldsymbol{C}(0)](\boldsymbol{r}-\boldsymbol{\mu}(0)) . \tag{10}
\end{equation*}
$$

Here, $\mathrm{G}[\boldsymbol{C}](\boldsymbol{r})$ denotes the two-dimensional Gaussian distribution:

$$
\begin{equation*}
\mathrm{G}[\boldsymbol{C}](\boldsymbol{r}) \equiv \frac{1}{2 \pi \operatorname{det} \boldsymbol{C}} \exp \left(-\frac{\boldsymbol{r}^{\boldsymbol{\top}} \boldsymbol{C}^{-1} \boldsymbol{r}}{2}\right), \tag{11}
\end{equation*}
$$

and $\boldsymbol{\mu}(0)=(\langle\hat{x}\rangle(0),\langle\hat{p}\rangle(0))^{\top}$ and $\boldsymbol{C}(0)$ refer to the initial mean values and the covariance matrix of $\hat{\rho}(0)$, respectively. The elements $C_{i j}(0)$, where $i, j \in\{x, p\}$, of the always symmetric covariance matrix are given by:

$$
\begin{equation*}
C_{i j}(0)=\frac{1}{2}\left\langle\hat{r}_{i} \hat{r}_{j}+\hat{r}_{j} \hat{r}_{i}\right\rangle(0)-\left\langle\hat{r}_{i}\right\rangle(0)\left\langle\hat{r}_{j}\right\rangle(0) . \tag{12}
\end{equation*}
$$

For instance, a thermal state with a mean phonon occupation number $\bar{n}$ serves as a particularly relevant initial state. This state corresponds to $\boldsymbol{C}(0)=(2 \bar{n}+1) \mathbf{1}_{2}$, where $\mathbf{1}_{2}$ represents the two-by-two identity matrix.

In the following section, we will derive an expression for $W(\boldsymbol{r}, \tau)$, which approximately solves Eq. (6). We obtain this expression by performing two consecutive frame transformations (i.e., the classical centroid frame and the Gaussian frame) and applying a key approximation, namely the constant-angle approximation. We will further simplify this expression using the linearized-decoherence approximation.

### 2.2 Classical centroid frame

The first frame transformation aims to remove the dynamics of the mean position and momentum values, effectively moving to a comoving frame that aligns with the approximate centroid of the Wigner function [35]. In our Wigner function context, such frame
transformations follow from the sometimes called disentangling theorem [57, 58], and are a consequence of the properties of exponential dynamical maps. Essentially, they are equivalent to the transformation between different pictures in standard quantum mechanics. In order to implement the frame transformation, we define $W^{(\mathrm{C})}(\tau) \equiv M_{\mathrm{C}}(\tau)^{-1} W(\boldsymbol{r}, \tau)$, where $M_{\mathrm{C}}(\tau)$ is a time-dependent phase-space displacement map, expressed as:

$$
\begin{equation*}
M_{\mathrm{C}}(\tau) \equiv \exp \left[-\boldsymbol{r}_{\mathrm{c}}(\tau)^{\top} \nabla\right]=\exp \left[-x_{\mathrm{c}}(\tau) \frac{\partial}{\partial x}-p_{\mathrm{c}}(\tau) \frac{\partial}{\partial p}\right] . \tag{13}
\end{equation*}
$$

where $\nabla=(\partial / \partial x, \partial / \partial p)^{\top}$ is the phase space gradient. In Eq. (13), $\boldsymbol{r}_{\mathrm{c}}(\tau) \equiv\left(x_{\mathrm{c}}(\tau), p_{\mathrm{c}}(\tau)\right)^{\top}$ represents the classical centroid trajectory, which is the solution to dimensionless Hamilton's equations

$$
\begin{align*}
& \frac{\partial x_{\mathrm{c}}}{\partial \tau}(\tau)=\frac{\Omega}{\omega} p_{\mathrm{c}}(\tau)  \tag{14}\\
& \frac{\partial p_{\mathrm{c}}}{\partial \tau}(\tau)=-\frac{\omega}{\Omega} \frac{\partial U}{\partial x}\left(x_{\mathrm{c}}(\tau)\right) \tag{15}
\end{align*}
$$

with initial conditions given by $\boldsymbol{r}_{\mathrm{c}}(0)=\left(x_{\mathrm{c}}(0), p_{\mathrm{c}}(0)\right)^{\top}=(\langle\hat{x}\rangle(0),\langle\hat{p}\rangle(0))^{\mathrm{T}}$. The action of the map $M_{\mathrm{C}}(\tau)$ on an arbitrary function $f(\boldsymbol{r})$ translates its phase-space variables as $M_{\mathrm{C}}(\tau) f(\boldsymbol{r})=f\left(\boldsymbol{r}-\boldsymbol{r}_{\mathrm{c}}(\tau)\right)$. In this frame, we describe the dynamics of the Wigner function centered at the classical trajectory that is followed by its initial position and momentum expected value. This frame transformation does not imply any approximation. It will be particularly useful for nonlinear dynamics that maintain a small distance between the vector $\boldsymbol{r}_{\mathrm{c}}(\tau)=\left(x_{\mathrm{c}}(\tau), p_{\mathrm{c}}(\tau)\right)^{\top}$ and $\boldsymbol{\mu}(\tau)=(\langle\hat{x}\rangle(\tau),\langle\hat{p}\rangle(\tau))^{\top}$ in comparison to the available phase-space dimensions. As we will demonstrate later, this will be the case for wide potentials and small fluctuations.

In this classical centroid frame, one can show that the state $W^{(\mathrm{C})}(\boldsymbol{r}, \tau)$ evolves according to an effective time-dependent potential, represented by

$$
\begin{equation*}
U_{\mathrm{eff}}(x, \tau) \equiv \sum_{n=2}^{\infty} \frac{1}{n!} \frac{\partial^{n} U}{\partial x^{n}}\left(x_{\mathrm{c}}(\tau)\right) x^{n} . \tag{16}
\end{equation*}
$$

This effective potential, at least quadratic in position, exhibits time dependence determined by the local derivatives of the potential along the classical trajectory. Thus, in the comoving frame with the approximate centroid of the Wigner function, the particle experiences a time-dependent potential while traversing the static potential. More specifically, the evolution equation for $W^{(\mathrm{C})}(\boldsymbol{r}, \tau)$ can be expressed as:

$$
\begin{equation*}
\frac{\partial W^{(\mathrm{C})}}{\partial \tau}(\boldsymbol{r}, \tau)=\left[\mathcal{L}_{\mathrm{c}}^{(\mathrm{C})}(\tau)+\mathcal{L}_{\mathrm{q}}^{(\mathrm{C})}(\tau)+\mathcal{L}_{\mathrm{d}}^{(\mathrm{C})}(\tau)\right] W^{(\mathrm{C})}(\boldsymbol{r}, \tau) \tag{17}
\end{equation*}
$$

Here, $\mathcal{L}_{\mathrm{c}}^{(\mathrm{C})}(\tau)$ and $\mathcal{L}_{\mathrm{q}}^{(\mathrm{C})}(\tau)$ are obtained by replacing $U(x)$ with $U_{\text {eff }}(x, \tau)$ in Eq. (7) and Eq. (8), respectively. The generator of decoherence also becomes time-dependent and is given by $\mathcal{L}_{\mathrm{d}}^{(\mathrm{C})}(\tau) \equiv M_{\mathrm{C}}(\tau)^{-1} \mathcal{L}_{\mathrm{d}} M_{\mathrm{C}}(\tau)=\sum_{n, m=1}^{\infty} \mathcal{L}_{\mathrm{d}, n m}^{(\mathrm{C})}(\tau)$, with

$$
\begin{equation*}
\mathcal{L}_{\mathrm{d}, n m}^{(\mathrm{C})}(\tau)=\sum_{k=2}^{n+m} c_{n m k}\left[x+x_{\mathrm{c}}(\tau)\right]^{n+m-k}\left(\frac{\partial}{\partial p}\right)^{k} . \tag{18}
\end{equation*}
$$

### 2.3 Gaussian frame

In the centroid frame, the coherent dynamics are generated by the sum of $\mathcal{L}_{\mathrm{c}}^{(\mathrm{C})}(\tau)+$ $\mathcal{L}_{\mathrm{q}}^{(\mathrm{C})}(\tau)$. The second frame transformation aims to remove the coherent Gaussian dynamics
generated by the harmonic part of the effective potential Eq. (16), which we define as:

$$
\begin{equation*}
U_{\mathrm{G}}(x, \tau) \equiv \frac{1}{2} \alpha(\tau) x^{2}=\frac{1}{2} \frac{\partial^{2} U}{\partial x^{2}}\left(x_{\mathrm{c}}(\tau)\right) x^{2} \tag{19}
\end{equation*}
$$

Here, $\alpha(\tau)$ represents an effective (dimensionless) spring constant, which can be either positive or negative. To remove the coherent Gaussian dynamics, we define $W^{(\mathrm{G})}(\boldsymbol{r}, \tau) \equiv$ $M_{\mathrm{G}}(\tau)^{-1} W^{(\mathrm{C})}(\boldsymbol{r}, \tau)$, where $M_{\mathrm{G}}(\tau)$ is given by:

$$
\begin{equation*}
M_{\mathrm{G}}(\tau) \equiv \exp _{+}\left[\int_{0}^{\tau} d \tau^{\prime} \mathcal{L}_{\mathrm{G}}^{(\mathrm{C})}\left(\tau^{\prime}\right)\right] \tag{20}
\end{equation*}
$$

where $\exp _{+}(\cdot)$ represents the time-ordered exponential and $\mathcal{L}_{\mathrm{G}}^{(\mathrm{C})}(\tau)$ is the generator of coherent Gaussian dynamics in the centroid frame, defined as:

$$
\begin{equation*}
\mathcal{L}_{\mathrm{G}}^{(\mathrm{C})}(\tau)=-\frac{\Omega}{\omega} p \frac{\partial}{\partial x}+\frac{\omega}{\Omega} \frac{\partial U_{\mathrm{G}}}{\partial x}(x, \tau) \frac{\partial}{\partial p} . \tag{21}
\end{equation*}
$$

The generator of the coherent non-Gaussian dynamics, attributed to the nonharmonic terms of the potential, is given by the complementary generator $\mathcal{L}_{\mathrm{nG}}^{(\mathrm{C})}(\tau) \equiv \mathcal{L}_{\mathrm{c}}^{(\mathrm{C})}(\tau)+$ $\mathcal{L}_{\mathrm{q}}^{(\mathrm{C})}(\tau)-\mathcal{L}_{\mathrm{G}}^{(\mathrm{C})}(\tau)$. While assessing if a given state of motion qualifies as a quantum nonGaussian state lies beyond the scope of this paper, we remark that it is possible to find sufficient criteria based on the observation of squeezing in nonlinear variables [59].

The map $M_{\mathrm{G}}(\tau)$ generates coherent Gaussian physics, namely squeezing and phasespace rotations. Its action on an arbitrary function $f(\boldsymbol{r})$ is $M_{\mathrm{G}}(\tau) f(\boldsymbol{r})=f\left(\boldsymbol{S}(\tau)^{-1} \boldsymbol{r}\right)$, where $\boldsymbol{S}(\tau)$ is a symplectic matrix. The matrix $\boldsymbol{S}(\tau)$ is obtained as the solution to the differential equation

$$
\frac{\partial \boldsymbol{S}}{\partial \tau}(\tau)=\left(\begin{array}{cc}
0 & \Omega / \omega  \tag{22}\\
-(\omega / \Omega) \alpha(\tau) & 0
\end{array}\right) \boldsymbol{S}(\tau)
$$

with the initial condition $\boldsymbol{S}(0)=\mathbf{1}_{2}$. One can verify that $\operatorname{det}[\boldsymbol{S}(\tau)]=1$ for all $\tau$. Therefore, denoting $S_{i j}(\tau)$ with $i, j \in\{x, p\}$ the components of $\boldsymbol{S}(\tau)$, its inverse is given by

$$
\boldsymbol{S}(\tau)^{-1}=\left(\begin{array}{cc}
S_{p p}(\tau) & -S_{x p}(\tau)  \tag{23}\\
-S_{p x}(\tau) & S_{x x}(\tau)
\end{array}\right)
$$

Importantly, the action of the map $M_{\mathrm{G}}(\tau)$ on the phase space variable $x$ is given by

$$
\begin{equation*}
M_{\mathrm{G}}(\tau)^{-1} x M_{\mathrm{G}}(\tau) \equiv \eta(\tau) x_{\varphi(\tau)}=\eta(\tau)[\cos (\varphi(\tau)) x+\sin (\varphi(\tau)) p] \tag{24}
\end{equation*}
$$

where $\boldsymbol{r}_{\varphi(\tau)} \equiv \boldsymbol{R}[\varphi(\tau)] \boldsymbol{r}=\left(x_{\varphi(\tau)}, p_{\varphi(\tau)}\right)^{\top}$ are rotated phase-space variables according to the rotation matrix

$$
\boldsymbol{R}[\varphi(\tau)] \equiv\left(\begin{array}{cc}
\cos [\varphi(\tau)] & \sin [\varphi(\tau)]  \tag{25}\\
-\sin [\varphi(\tau)] & \cos [\varphi(\tau)]
\end{array}\right)
$$

and we have defined the two key variables

$$
\begin{align*}
& \eta(\tau) \equiv \sqrt{S_{x x}(\tau)^{2}+S_{x p}(\tau)^{2}}  \tag{26}\\
& \tan [\varphi(\tau)] \equiv \frac{S_{x p}(\tau)}{S_{x x}(\tau)} \tag{27}
\end{align*}
$$

From Eq. (24), the angle $\varphi(\tau)$ can be regarded as the local rotation angle of the position quadrature in phase space. Similar transformation rules can be derived for $\partial / \partial p$, involving the same functions $\eta(\tau)$ and $\varphi(\tau)$, and for $p$ and $\partial / \partial x$ using similar functions that combine $S_{p p}(\tau)$ and $S_{p x}(\tau)$ instead of $S_{x x}(\tau)$ and $S_{x p}(\tau)$. In summary, the map $M_{\mathrm{G}}(\tau)$ generates time-dependent phase-space rotations with an angle $\varphi(\tau)$ and time-dependent squeezing with a squeezing parameter $\eta(\tau)$.

In the centroid and Gaussian frame, the evolution equation of $W^{(\mathrm{G})}(\boldsymbol{r}, \tau)$ is given by

$$
\begin{equation*}
\frac{\partial W^{(\mathrm{G})}}{\partial \tau}(\boldsymbol{r}, \tau)=\left[\mathcal{L}_{\mathrm{nG}}^{(\mathrm{G})}(\tau)+\mathcal{L}_{\mathrm{d}}^{(\mathrm{G})}(\tau)\right] W^{(\mathrm{G})}(\boldsymbol{r}, \tau) \tag{28}
\end{equation*}
$$

where $\mathcal{L}_{\mathrm{nG}}^{(\mathrm{G})}(\tau) \equiv M_{\mathrm{G}}(\tau)^{-1} \mathcal{L}_{\mathrm{nG}}^{(\mathrm{C})}(\tau) M_{\mathrm{G}}(\tau)$ and $\mathcal{L}_{\mathrm{d}}^{(\mathrm{G})}(\tau) \equiv M_{\mathrm{G}}(\tau)^{-1} \mathcal{L}_{\mathrm{d}}^{(\mathrm{C})}(\tau) M_{\mathrm{G}}(\tau)$ that also can be expanded as $\mathcal{L}_{\mathrm{d}}^{(\mathrm{G})}(\tau)=\sum_{n, m=1}^{\infty} \mathcal{L}_{\mathrm{d}, n m}^{(\mathrm{G})}$. The explicit form of the generator of coherent non-Gaussian dynamics is given by

$$
\begin{align*}
\mathcal{L}_{\mathrm{nG}}^{(\mathrm{G})}(\tau)=\sum_{n=2}^{\infty} \beta_{n+1}(\tau) & x_{\varphi(\tau)}^{n} \frac{\partial}{\partial p_{\varphi(\tau)}} \\
& +\sum_{\substack{n=1 \\
m=0}}^{\infty}(-1)^{n}\binom{2 n+m}{m} \frac{\beta_{2 n+m+1}(\tau)}{2 n+1} x_{\varphi(\tau)}^{m}\left(\frac{\partial}{\partial p_{\varphi(\tau)}}\right)^{2 n+1}, \tag{29}
\end{align*}
$$

where the first and second terms account for classical and quantum non-Gaussian dynamics, respectively, and we have defined

$$
\begin{equation*}
\beta_{n}(\tau) \equiv \frac{\omega}{\Omega} \frac{1}{(n-1)!} \frac{\partial^{n} U}{\partial x^{n}}\left(x_{\mathrm{c}}(\tau)\right) \eta(\tau)^{n} \tag{30}
\end{equation*}
$$

Note that the magnitude of the parameters $\beta_{n}(\tau)$ will determine whether non-Gaussian dynamics is generated. This shows that large squeezing, that is, a large value of $\eta(\tau)$, enhances the effect of the nonharmonicities in the potential [60]. The specific form of the generators of decoherence is given by

$$
\begin{equation*}
\mathcal{L}_{\mathrm{d}, n m}^{(\mathrm{G})}(\tau)=\sum_{k=2}^{n+m} c_{n m k}\left[\eta(\tau) x_{\varphi(\tau)}+x_{\mathrm{c}}(\tau)\right]^{n+m-k} \eta(\tau)^{k}\left(\frac{\partial}{\partial p_{\varphi(\tau)}}\right)^{k} \tag{31}
\end{equation*}
$$

Note that decoherence is also enhanced by squeezing.
We emphasize that up to this point, the analytical approach is exact; that is, no approximations have been made. We have, however, singled out the challenging part of solving a nonlinear open quantum dynamical problem, which is to integrate Eq. (28) with the initial condition given by $W^{(\mathrm{G})}(\boldsymbol{r}, 0)=M_{\mathrm{G}}(0)^{-1} M_{\mathrm{C}}(0)^{-1} W(\boldsymbol{r}, 0)$. If one obtains $W^{(\mathrm{G})}(\boldsymbol{r}, \tau)$, the exact solution of Eq. (6) is given by

$$
\begin{equation*}
W(\boldsymbol{r}, \tau)=M_{\mathrm{C}}(\tau) M_{\mathrm{G}}(\tau) W^{(\mathrm{G})}(\boldsymbol{r}, \tau) \tag{32}
\end{equation*}
$$

Interestingly, replacing $W^{(\mathrm{G})}(\boldsymbol{r}, \tau)$ by $W^{(\mathrm{G})}(\boldsymbol{r}, 0)$ in Eq. (32), one obtains approximate Gaussian dynamics that are equivalent to performing the so-called Gaussian thawed approximation $[35,41]$ but in the Wigner, instead of the wave function, representation. Note that such a replacement is equivalent to ignoring all the nonlinear and decoherence effects. Moreover, as we show below, the exact reformulation of the problem presented here allows us to identify a crucial approximation, yielding an approximated Wigner function $W_{\mathrm{a}}^{(\mathrm{G})}(\boldsymbol{r}, \tau)$, that incorporates nonlinear effects while being significantly easier to calculate than its exact counterpart.

### 2.4 Constant-angle and linearized-decoherence approximation

Ultimately, the reason a closed-form solution for $W^{(\mathrm{G})}(\boldsymbol{r}, \tau)$ is not possible stems from the fact that the angle $\varphi(\tau)$ changes over time. This results in the generators $\mathcal{L}_{\mathrm{nG}}^{(\mathrm{G})}(\tau)$ and $\mathcal{L}_{\mathrm{d}}^{(\mathrm{G})}(\tau)$ being noncommutative with themselves at different times, and the solution of the Wigner equation being a time-ordered instead of a simple exponential map. As we shall see, in the regime of wide potentials and small fluctuations, where $x_{\mathrm{c}}(\tau) \gg \eta(\tau) \gg 1$, it becomes feasible to approximate the angle $\varphi(\tau)$ as a piecewise constant function. This approximation significantly simplifies the integration of the evolution equation for the Wigner function. Let us focus on the simplest case, where $\varphi(\tau)$ can be replaced by a single constant angle $\phi$ over the integration regime of interest, while the more general case is discussed in App. B. In this scenario, the generator of Eq. (28) commutes with itself at different times, and furthermore, all its summands also commute with each other. We will first implement this approximation and then, in the subsequent subsection, discuss the regime where we expect it to provide an accurate description of the particle's nonlinear dynamics.

Within the constant-angle approximation, the approximated solution of $W^{(\mathrm{G})}(\boldsymbol{r}, \tau)$ is given by an exponential map (rather than a time-ordered exponential one, see Ch. 2 of [61]), which is time-dependent and can be factorized. This can be expressed as follows:

$$
\begin{equation*}
W^{(\mathrm{G})}(\boldsymbol{r}, \tau) \approx W_{\mathrm{a}}^{(\mathrm{G})}(\boldsymbol{r}, \tau)=M_{\mathrm{nG}}(\tau) D^{(\mathrm{G})}(\tau) W^{(\mathrm{G})}(\boldsymbol{r}, 0) \tag{33}
\end{equation*}
$$

Here, $M_{\mathrm{nG}}(\tau)$ generates coherent non-Gaussian dynamics and is given by the exponential map $M_{\mathrm{nG}}(\tau)=\exp \left[\Lambda_{\mathrm{nG}}(\tau)\right]$, where

$$
\begin{equation*}
\Lambda_{\mathrm{nG}}(\tau) \equiv \sum_{n=2}^{\infty} \kappa_{n+1}(\tau) x_{\phi}^{n} \frac{\partial}{\partial p_{\phi}}+\sum_{\substack{n=1 \\ m=0}}^{\infty}(-1)^{n}\binom{2 n+m}{m} \frac{\kappa_{2 n+m+1}(\tau)}{2 n+1} x_{\phi}^{m}\left(\frac{\partial}{\partial p_{\phi}}\right)^{2 n+1} \tag{34}
\end{equation*}
$$

The first and second terms account for classical and quantum non-Gaussian dynamics, respectively. The time-dependent coefficients quantifying the strength of the generator of these coherent non-Gaussian dynamics are given by

$$
\begin{equation*}
\kappa_{n}(\tau) \equiv \int_{0}^{\tau} d \tau^{\prime} \beta_{n}\left(\tau^{\prime}\right)=\frac{\omega}{\Omega} \frac{1}{(n-1)!} \int_{0}^{\tau} d \tau^{\prime} \frac{\partial^{n} U}{\partial x^{n}}\left(x_{\mathrm{c}}\left(\tau^{\prime}\right)\right) \eta\left(\tau^{\prime}\right)^{n} \tag{35}
\end{equation*}
$$

Similarly, the decoherence in the Gaussian frame is generated by

$$
\begin{equation*}
\Lambda_{\mathrm{d}}(\tau) \equiv \int_{0}^{\tau} d \tau^{\prime} \sum_{n, m=1}^{\infty} \sum_{k=2}^{n+m} c_{n m k} x_{\mathrm{c}}\left(\tau^{\prime}\right)^{n+m}\left[1+\frac{\eta\left(\tau^{\prime}\right)}{x_{\mathrm{c}}\left(\tau^{\prime}\right)} x_{\phi}\right]^{n+m-k}\left[\frac{\eta\left(\tau^{\prime}\right)}{x_{\mathrm{c}}\left(\tau^{\prime}\right)}\right]^{k}\left(\frac{\partial}{\partial p_{\phi}}\right)^{k} . \tag{36}
\end{equation*}
$$

Note that by using the constant-angle approximation, the solution to the dynamics in Wigner space has been significantly simplified. This is because one has replaced the integration of a complicated partial differential equation with the more efficient integration of a set of time-dependent functions.

In addition to the constant-angle approximation, a second approximation can be performed on the decoherence map under the assumption of small fluctuations. This means that the following condition is met:

$$
\begin{equation*}
\frac{\eta(\tau)}{x_{\mathrm{c}}(\tau)} \ll 1 \tag{37}
\end{equation*}
$$

This is the regime in which the position fluctuations of the particle are smaller than its mean value. Even in the case where $x_{\mathrm{c}}(\tau)=0$, the linearization of the decoherence
generator may still be possible, albeit for different underlying reasons (see App. C). Under this regime, one can perform the linearized-decoherence approximation, which consists of expanding Eq. (36) in powers of $\eta(\tau) / x_{\mathrm{c}}(\tau)$ and keeping the lowest order terms up to the second order. The lowest-order terms can be written compactly as follows:

$$
\begin{equation*}
\Lambda_{\mathrm{d}} \approx \Lambda_{\mathrm{d}, \mathrm{a}}(\tau) \equiv \frac{\sigma_{\mathrm{b}}(\tau)^{2}}{2}\left(\frac{\partial}{\partial p_{\phi}}\right)^{2} . \tag{38}
\end{equation*}
$$

The time-dependent parameter $\sigma_{\mathrm{b}}(\tau)$ quantifies the strength of the accumulated decoherence and is given by

$$
\begin{equation*}
\sigma_{\mathrm{b}}(\tau)^{2} \equiv 4 \int_{0}^{\tau} d \tau^{\prime} \frac{\Gamma_{\mathrm{eff}}\left(\tau^{\prime}\right)}{\omega} \eta\left(\tau^{\prime}\right)^{2} . \tag{39}
\end{equation*}
$$

The effective time-dependent decoherence rate is given by $\Gamma_{\text {eff }}(\tau) \equiv \Gamma_{\text {loc }}+\Gamma_{\text {fluc }}(\tau)$, with $\Gamma_{\text {loc }}$ defined below Eq. (2) and with the contribution arising from the fluctuations of the potential

$$
\begin{equation*}
\frac{\Gamma_{\mathrm{fluc}}(\tau)}{\Omega}=\frac{\pi \omega^{4} A_{1}}{2 \Omega^{3}}\left(\left[\frac{\partial^{2} U}{\partial x^{2}}\left(x_{\mathrm{c}}(\tau)\right)\right]^{2}+\frac{A_{2}}{A_{1}}\left[\frac{\partial U}{\partial x}\left(x_{\mathrm{c}}(\tau)\right)\right]^{2}\right) \tag{40}
\end{equation*}
$$

Note that this approximation corresponds to replacing the decoherence generator $\mathcal{L}_{\mathrm{d}}^{(\mathrm{G})}(\tau)=$ $\sum_{n, m=1}^{\infty} \mathcal{L}_{\mathrm{d}, n m}^{(\mathrm{G})}(\tau)$ in Eq. (31), by its linear approximation defined by

$$
\begin{equation*}
\mathcal{L}_{\mathrm{d}}^{(\mathrm{G})}(\tau) \approx \frac{2 \Gamma_{\mathrm{eff}}(\tau)}{\omega} \eta(\tau)^{2}\left(\frac{\partial}{\partial p_{\phi}}\right)^{2} \tag{41}
\end{equation*}
$$

Putting everything together, the constant-angle and linearized-decoherence approximations allow us to obtain an approximate solution to the open nonlinear quantum mechanical problem described by Eq. (6). This can be represented as follows:

$$
\begin{align*}
W_{\mathrm{a}}(\boldsymbol{r}, \tau) & =M_{\mathrm{C}}(\tau) M_{\mathrm{G}}(\tau) M_{\mathrm{nG}}(\tau) D^{(\mathrm{G})}(\tau) W^{(\mathrm{G})}(\boldsymbol{r}, 0)  \tag{42}\\
& =D(\tau) M_{\mathrm{C}}(\tau) M_{\mathrm{G}}(\tau) M_{\mathrm{nG}}(\tau) W^{(\mathrm{G})}(\boldsymbol{r}, 0), \tag{43}
\end{align*}
$$

Here, we have defined $D^{(\mathrm{G})}(\tau) \equiv \exp \left[\Lambda_{\mathrm{d}, \mathrm{a}}(\tau)\right]$ and $D(\tau) \equiv M_{\mathrm{G}}(\tau) D^{(\mathrm{G})}(\tau) M_{\mathrm{G}}(\tau)^{-1}$. Also, recall that $W^{(\mathrm{G})}(\boldsymbol{r}, 0)=M_{\mathrm{G}}(0)^{-1} M_{\mathrm{C}}(0)^{-1} W(\boldsymbol{r}, 0)$. In the second equation, we have used the fact that $D^{(\mathrm{G})}(\tau)$ commutes with $M_{\mathrm{nG}}(\tau)$ and $D(\tau)$ with $M_{\mathrm{C}}(\tau)$. The expression in the second equation is particularly convenient as the decoherence map is applied to the coherently evolved state. In this case, the decoherence map is given by:

$$
\begin{equation*}
D(\tau) \equiv \exp \left[\frac{\nabla^{\top} \boldsymbol{C}_{\mathrm{b}}(\tau) \nabla}{2}\right], \tag{44}
\end{equation*}
$$

where

$$
\begin{equation*}
\boldsymbol{C}_{\mathrm{b}}(\tau)=\sigma_{\mathrm{b}}(\tau)^{2} \boldsymbol{S}(\tau) R(\phi)^{\top}\left(\mathbf{e}_{p} \mathbf{e}_{p}^{\mathrm{T}}\right) \boldsymbol{R}(\phi) \boldsymbol{S}(\tau)^{\top} \tag{45}
\end{equation*}
$$

is the blurring covariance matrix and $\mathbf{e}_{p}=(0,1)^{\top}$ is a unit vector along the momentum component. The action of the decoherence map $D(\tau)$ corresponds to a convolution with a Gaussian distribution of covariance matrix $\boldsymbol{C}_{\mathrm{b}}(\tau)$, namely:

$$
\begin{equation*}
D(\tau) f(\boldsymbol{r})=\int d \boldsymbol{r}^{\prime} \mathrm{G}\left[\boldsymbol{C}_{\mathrm{b}}(\tau)\right]\left(\boldsymbol{r}-\boldsymbol{r}^{\prime}\right) f\left(\boldsymbol{r}^{\prime}\right) \tag{46}
\end{equation*}
$$

Here, the Gaussian distribution $G[\boldsymbol{C}](\boldsymbol{r})$ is defined as per Eq. (11). Physically, $\sigma_{\mathrm{b}}(\tau)$ determines the smallest length scale that remains unaffected by decoherence and is sometimes referred to as the blurring distance [62-64].

We can now use the expression $W_{\mathrm{a}}(\boldsymbol{r}, \tau)$ in Eq. (43) to calculate the first and second moments. As shown in App. D. 1 and D.2, the first moments $\boldsymbol{\mu}_{\mathrm{a}}(\tau)$ can be expressed as

$$
\begin{equation*}
\boldsymbol{\mu}_{\mathrm{a}}(\tau)=\boldsymbol{r}_{\mathrm{c}}(\tau)-\boldsymbol{S}(\tau) \boldsymbol{R}(\phi)^{\top} \mathbf{e}_{p} \sum_{n \geq 3} \kappa_{n}(t)\left\langle\hat{x}_{\phi}^{n-1}\right\rangle^{(\mathrm{G})}(0) \tag{47}
\end{equation*}
$$

where $\langle\cdot\rangle^{(\mathrm{G})}(\tau)$ is the average in the Gaussian frame; that is, computed with $W^{(\mathrm{G})}(\boldsymbol{r}, \tau)$. Note that the first moments are not affected by decoherence. The second moments, namely the covariance matrix evaluated using $W_{\mathrm{a}}(\boldsymbol{r}, \tau)$, can be expressed as

$$
\left.\begin{array}{l}
\boldsymbol{C}_{\mathrm{a}}(\tau)=\boldsymbol{C}_{\mathrm{b}}(\tau)+\boldsymbol{S}(\tau) \boldsymbol{R}(\phi)^{\top}\left[\boldsymbol{C}(0)-\sum_{n \geq 3} \kappa_{n}(t)\left(\begin{array}{cc}
0 & \left\langle\hat{x}_{\phi}^{n}\right\rangle^{(\mathrm{G})}(0) \\
\left\langle\hat{x}_{\phi}^{n}\right\rangle^{(\mathrm{G})}(0) & \left\langle\hat{x}_{\phi}^{n-1} \hat{p}_{\phi}\right\rangle^{(\mathrm{G})}(0)
\end{array}\right)\right. \\
\quad+\sum_{n, m \geq 3} \kappa_{n}(t) \kappa_{m}(t)\left(\begin{array}{c}
0 \\
0
\end{array}\left\langle\hat{x}_{\phi}^{n+m-2}\right\rangle^{(\mathrm{G})}(0)-\left\langle\hat{x}_{\phi}^{n-1}\right\rangle^{(\mathrm{G})}(0)\left\langle\hat{x}_{\phi}^{m-1}\right\rangle^{(\mathrm{G})}(0)\right) \tag{48}
\end{array}\right) \boldsymbol{R}(\phi) \boldsymbol{S}(\tau)^{\top} . . ~ l
$$

Note that decoherence appears in the covariance matrix through the addition of the blurring covariance matrix defined in Eq. (45). Nonlinear dynamics is manifested by the dependence of $\boldsymbol{C}_{\mathrm{a}}(\tau)$ on the initial moments higher than the second [65]. In the next section, we argue that the accuracy of $\boldsymbol{\mu}_{\mathrm{a}}(\tau)$ and $\boldsymbol{C}_{\mathrm{a}}(\tau)$ in approximating $\boldsymbol{\mu}(\tau)$ and $\boldsymbol{C}(\tau)$ is a useful measure of the merit of our analytical approach.

### 2.5 Validity of the constant-angle approximation

Our analytical approach relies on the constant-angle and linearized-decoherence approximations, which lead to the expression $W_{\mathrm{a}}(\boldsymbol{r}, \tau)$, given in Eq. (43). We note that the linearizeddecoherence approximation, performed after the constant-angle approximation, is convenient but not essential, and its validity is well characterized by the small-fluctuations condition in Eq. (37). Regarding the constant-angle approximation, we need to compare how closely $W_{\mathrm{a}}(\boldsymbol{r}, \tau)$ approximates the solution $W(\boldsymbol{r}, \tau)$. One can show that an upper bound for the norm of the difference of the exact and approximated Wigner functions is proportional to the function

$$
\begin{equation*}
\chi(\tau ; \phi) \equiv \sum_{n \geq 3} \int_{0}^{\tau} d \tau^{\prime}\left|\beta_{n}\left(\tau^{\prime}\right)\right|\left|\varphi\left(\tau^{\prime}\right)-\phi\right| \tag{49}
\end{equation*}
$$

Indeed, this quantity is minimized if the angle $\varphi(\tau)$ is constant and close to $\phi$ on the time scales where the nonharmonicities are large, namely when the $\beta_{n}(\tau)$ are large. In this context, from the definition of the angle $\varphi(\tau)$ in Eq. (27), it follows that

$$
\begin{equation*}
\frac{d \varphi}{d \tau}(\tau)=\frac{\Omega / \omega}{\eta(\tau)^{2}} \tag{50}
\end{equation*}
$$

indicating that a large delocalization $\eta(\tau) \gg 1$, reduces the rate of change of the angle. Together with the small-fluctuations condition Eq. (37) required for the linearizeddecoherence approximation, our analytical approach requires the regime $x_{\mathrm{c}}(\tau) \gg \eta(\tau) \gg 1$ in the time scales where the generators of nonlinear dynamics cannot be neglected.

Ultimately, the best way to quantify the performance of our analytical approach is to compare $W_{\mathrm{a}}(\boldsymbol{r}, \tau)$ with the numerically evaluated $W(\boldsymbol{r}, \tau)$. In this case, we suggest comparing observables rather than the overlap between the two states. The reason is that large-scale dynamics generates states with very small phase-space features, even subPlanckian $[8,11]$ that can immediately provide a very low overlap if not captured accurately. These small features can nevertheless be irrelevant in capturing the observables of interest and may immediately disappear in the presence of unavoidable sources of noise and decoherence. Therefore, we suggest quantifying the performance of the constant-angle approximation by comparing global observable properties of the state such as their first and second moments. This can be done by evaluating their relative error, namely,

$$
\begin{equation*}
\epsilon_{1}(\tau) \equiv \frac{2\left\|\boldsymbol{\mu}(\tau)-\boldsymbol{\mu}_{a}(\tau)\right\|}{\|\boldsymbol{\mu}(\tau)\|+\left\|\boldsymbol{\mu}_{a}(\tau)\right\|} \tag{51}
\end{equation*}
$$

with the vector norm $\|\mathbf{y}\|=\sqrt{\mathbf{y}^{\dagger} \mathbf{y}}$, and

$$
\begin{equation*}
\epsilon_{2}(\tau) \equiv \frac{2\left\|\boldsymbol{C}(\tau)-\boldsymbol{C}_{a}(\tau)\right\|_{2}}{\|\boldsymbol{C}(\tau)\|_{2}+\left\|\boldsymbol{C}_{a}(\tau)\right\|_{2}} \tag{52}
\end{equation*}
$$

where $\|\mathbf{A}\|_{2}=\sqrt{\operatorname{tr}\left(\mathbf{A}^{\dagger} \mathbf{A}\right)}$ is the Hilbert-Schmidt norm. In summary, we recommend evaluating $\chi(\tau ; \phi), \epsilon_{1}(\tau)$ and $\epsilon_{2}(\tau)$ to quantify the performance of the constant-angle approximation, something we will do in the example shown in the following section.

Finally, let us emphasize that around a turning point, say $\tau_{\mathrm{m}}$, the state is expected to compress, namely to minimize $\eta(\tau)$. Hence, according to Eq. (50), around a turning point the angle $\varphi(\tau)$ will not change slowly. By performing a Taylor expansion of $\varphi(\tau)$ around the time $\tau_{\mathrm{m}}$, recall Eq. (26), it follows that the time derivative of the angle around a compression time has a Lorentzian shape

$$
\begin{equation*}
\frac{d \varphi}{d \tau}(\tau) \approx \frac{\gamma\left(\tau_{\mathrm{m}}\right)}{\gamma\left(\tau_{\mathrm{m}}\right)^{2}+\left(\tau-\tau_{\mathrm{m}}\right)^{2}} \tag{53}
\end{equation*}
$$

with width $\gamma\left(\tau_{\mathrm{m}}\right) \equiv(\omega / \Omega) \eta\left(\tau_{\mathrm{m}}\right)^{2}$. Therefore, by integrating this Lorentzian, we see that around a turning point, the angle should change approximately by $\pi$. This implies that if the constant-angle approximation is performed with an angle $\phi$ during the time scale before a turning point, a second angle around $\phi+\pi$ will need to be employed after the turning point. Note that this phase change across a turning point is in agreement with the change in the Maslov index [66] that often appears in semiclassical methods. We will show and use this explicitly in the example provided in the following section.

## 3 Example: dynamics in a wide double-well potential

Let's demonstrate how the formalism developed in the previous section can be applied to describe the nonlinear dynamics of a particle using a relevant example. Inspired by a recent proposal to prepare a macroscopic quantum superposition of a levitated nanoparticle via the dynamics in a wide nonharmonic potential [42], we will focus on the double-well potential given by:

$$
\begin{equation*}
V_{\mathrm{dw}}(X)=\frac{1}{2} m \omega^{2}\left(-X^{2}+\frac{X^{4}}{2 D^{2}}\right) \tag{54}
\end{equation*}
$$



Figure 1: Relevant functions for our analytical approach computed for the parameters in Table 1. Panel (a) shows the classical trajectory $\boldsymbol{r}_{\mathrm{c}}(\tau)$ in units of $d$. Panels (b),(c),(d),(e) and (f) show, respectively, $\alpha(\tau)$ (cf. Eq. (19)), $\eta(\tau)$ (Eq. (26)), $\varphi(\tau)$ (Eq. (27)), $\beta_{n}(\tau)$ (Eq. (30)), and $\sigma_{\mathrm{b}}(\tau) \Omega / \Gamma_{\mathrm{u}}$ both for the upper bounded (Eq. (62)) and the fluctuating decoherence (Eq. (39)) with $\Gamma_{\text {loc }}=0$ and $25 A_{1}=2 A_{2} d^{2}$ such that both terms in Eq. (61) contribute equally to $\Gamma_{u}$. The polygons in panel (a) indicate relevant instances of time, namely times when $\alpha(\tau)$ becomes zero ( $\tau=\tau_{3}$ ), times when $\eta(\tau)$ is maximum ( $\tau=\tau_{d}$ ) and the time halfway through the classical trajectory $\left(\tau=\tau_{\mathrm{m}}\right)$. These instances of time appear as grid lines in the rest of the plots.

This potential is characterized by the frequency $\omega$ and the distance scale $D$. To adapt the results of the previous section, we will employ the dimensionless potential:

$$
\begin{equation*}
U_{\mathrm{dw}}(x)=\frac{1}{2}\left(-x^{2}+\frac{x^{4}}{2 d^{2}}\right) \tag{55}
\end{equation*}
$$

where $D=d X_{\Omega}$. We will consider the wide-potential regime defined by $d \gg 1$. We consider the initial condition given by a thermal state of a harmonic potential of frequency $\Omega$ centered at $x=0$ with phonon mean number occupation $\bar{n}$ and mean position and momentum values denoted by $\boldsymbol{\mu}(0)=(\langle\hat{x}\rangle(0),\langle\hat{p}\rangle(0))^{\top}=\left(x_{\mathrm{s}}, 0\right)^{\top}$, where $d \gg x_{\mathrm{s}} \gg 1$, such that the dynamics is constrained to the right side of the double-well potential. Whenever necessary, we will utilize the parameters listed in Table 1, which correspond to the size $L$ dynamics defined in [42].

To transition to the classical centroid frame, we need to evaluate the classical trajectory $\boldsymbol{r}_{\mathrm{c}}(\tau)=\left(x_{\mathrm{c}}(\tau), p_{\mathrm{c}}(\tau)\right)^{\top}$ with $\boldsymbol{r}_{\mathrm{c}}(0)=\boldsymbol{\mu}(0)$. This classical trajectory can be solved analytically [67, 68] using the Jacobi elliptic functions [69]. In Fig. 1a, we display the classical trajectory, which is periodic and has an avocado shape. The analytical solution allows us to obtain analytical expressions for the timescales governing the classical dynamics, which are solely functions of $x_{\mathrm{s}} / d$. We will be particularly interested in the time scale

$$
\begin{equation*}
\tau_{\mathrm{m}}=\log \left(\frac{4 \sqrt{2} d}{x_{\mathrm{s}}}\right)+O\left[\left(x_{\mathrm{s}} / d\right)^{2}\right] \tag{56}
\end{equation*}
$$

which corresponds to the turning point of the classical trajectory of the centroid. It also

| Parameter: | $\omega / \Omega$ | $d$ | $x_{\mathrm{s}} / d$ | $\bar{n}$ |
| ---: | :---: | :---: | :---: | :---: |
| Value: | $10^{-2}$ | $10^{4}$ | $10^{-1}$ | 0 |

Table 1: Parameters used in the double-well potential example.
corresponds to the half-period of the evolution, and the time at which the distance from the origin reaches its maximum, given by $x_{\mathrm{c}}\left(\tau_{\mathrm{m}}\right)=\sqrt{2 d^{2}-x_{\mathrm{s}}^{2}}$.

In the classical centroid frame, the effective potential from Eq. (16) becomes timedependent. The harmonic part of this time-dependent effective potential, given by Eq. (19), has a dimensionless spring constant:

$$
\begin{equation*}
\alpha(\tau)=-1+3\left(\frac{x_{\mathrm{c}}(\tau)}{d}\right)^{2} \tag{57}
\end{equation*}
$$

which we illustrate in Fig. 1(b). Initially, this effective harmonic potential is inverted $(\alpha(\tau)<0)$ until the time $\tau_{3}$, which is defined by $x_{\mathrm{c}}\left(\tau_{3}\right)=d / \sqrt{3}$. It then transforms into a harmonic potential $(\alpha(\tau)>0)$ until time $2 \tau_{\mathrm{m}}-\tau_{3}$, where it reverts to being inverted. This sequence of inverted, harmonic, and inverted potentials echoes the dynamics leveraged in the loop protocol proposed in [70].

Using the effective Harmonic potential, we can transition to the Gaussian frame. In this frame, we can compute both the delocalization length $\eta(\tau)$ and angle $\varphi(\tau)$, which are depicted in Fig.1(c) and Fig.1(d), respectively. The state initially expands (i.e., squeezes) until it reaches a maximum at $\tau=\tau_{d}$, which for large $\Omega / \omega$ is approximately given by

$$
\begin{equation*}
\eta_{\star}=\frac{1}{\sqrt{2}} \frac{\Omega}{\omega} \frac{x_{\mathrm{s}}}{d} . \tag{58}
\end{equation*}
$$

The state then compresses (i.e., anti-squeezes) until the turning point $\tau_{\mathrm{m}}$. From here, the dynamics repeats until $2 \tau_{\mathrm{m}}$. Regarding the angle $\varphi(\tau)$, we observe the anticipated behavior discussed in Sec. 2.5, i.e., it remains approximately constant (after the initial variation) until the first turning point, at which point it undergoes an approximated $\pi$-shift.

In the Gaussian frame, the strength of the nonlinear dynamics induced by the nonharmonicities in the potential is parameterized by the $\beta_{n}(\tau)(n>2)$ variables, as given in Eq. (30). For the double-well potential, we have

$$
\begin{align*}
& \beta_{3}(\tau)=\frac{\omega}{\Omega d^{2}} 3 x_{\mathrm{c}}(\tau) \eta(\tau)^{3},  \tag{59}\\
& \beta_{4}(\tau)=\frac{\omega}{\Omega d^{2}} \eta(\tau)^{4} . \tag{60}
\end{align*}
$$

These variables are illustrated in Fig.1(e). They demonstrate how the strength of these nonlinearities is determined by the amount of squeezing $\eta(\tau)$, which can be compared with Fig.1(c). Furthermore, it is evident that the cubic nonharmonicity is larger than the quartic nonharmonicity in the small-fluctuations regime, denoted by $\eta(\tau) \ll x_{\mathrm{c}}(\tau)$.

Regarding the impact of decoherence, the key variable within the linearized-decoherence approximation, which is valid within the regime $\eta(\tau) \ll x_{\mathrm{c}}(\tau)$, is the blurring distance $\sigma_{\mathrm{b}}(\tau)^{2}$, as shown in Eq. (39). The blurring distance depends on the effective timedependent decoherence rate $\Gamma_{\text {eff }}(\tau)=\Gamma_{\text {loc }}+\Gamma_{\text {fluc }}(\tau)$, which includes the contribution from the potential's fluctuations as given in Eq. (40). For the case of the double-well potential where $x_{\mathrm{c}}(\tau)<\sqrt{2} d, \Gamma_{\text {fluc }}(\tau)$ is upper bounded by the time-independent decoherence rate

$$
\begin{equation*}
\frac{\Gamma_{\text {fuc }}(\tau)}{\Omega}<\frac{\Gamma_{\mathrm{u}}}{\Omega} \equiv \frac{\pi \omega^{4}}{2 \Omega^{3}}\left(25 A_{1}+2 A_{2} d^{2}\right) . \tag{61}
\end{equation*}
$$

This allows us to conveniently bound the time-dependent decoherence rate by a timeindependent rate, namely $\Gamma_{\text {eff }}(\tau)<\Gamma \equiv \Gamma_{\text {loc }}+\Gamma_{\mathrm{u}}$, leading to an upper-bound blurring distance given by

$$
\begin{equation*}
\sigma_{\mathrm{b}}(\tau)^{2}<\frac{4 \Gamma}{\omega} \int_{0}^{\tau} d \tau^{\prime} \eta\left(\tau^{\prime}\right)^{2} . \tag{62}
\end{equation*}
$$



Figure 2: Quantities related to the validity of the constant-angle approximation for dynamics in a double-well with the parameters in Table 1. Panel (a) shows $\chi(\tau ; \phi)$, and panel (b) shows the relative errors $\epsilon_{1}(\tau)$ (see Eq. (51)) and $\epsilon_{2}(\tau)$ (see Eq. (52)).

In Fig.1(f), we plot both the original blurring distance (dashed line) and the upper bound (solid line), showing that in the relevant time scale $\tau \approx \tau_{\mathrm{m}}$ the upper bound is a factor of 10 larger than the original blurring distance.

To implement the constant-angle approximation, we need to set two angles: one, $\phi$, for $\tau \in\left[0, \tau_{\mathrm{m}}\right]$, and a second one, $\phi_{2}$, for $\tau \in\left(\tau_{\mathrm{m}}, 2 \tau_{\mathrm{m}}\right]$. As discussed in Sec. 2.5, and observed in Fig. 1d, $\phi-\phi_{2}=\pi-\delta$, where $0<\delta \ll 1$ necessitates fine tuning. We choose $\phi=\varphi\left(\tau_{d}\right)$; that is, at the time when $d \varphi(\tau) / d \tau$ is at its first minimum (recall Eq. (50) and that $\eta(\tau)$ is at its maximum at $\tau=\tau_{d}$ ), and we select $\delta$ so that the state at $\tau=2 \tau_{\mathrm{m}}$ is closest to the one numerically calculated. For the parameters given in Table 1, this corresponds to $\phi / \pi=\varphi\left(\tau_{d}\right) / \pi \approx 0.499969$ and $\delta / \pi=7.63944 \times 10^{-6}$.

We are now in a position to analyze how well our analytical approach describes the numerically exact nonlinear dynamics of this particular example.

### 3.1 Comparison of Analytical Approach with Numerically Exact Results

Following the discussion in Sec. 2.5, we first display in Fig. 2(a) the function $\chi(\tau ; \phi)$, as defined in Eq. (49), evaluated for $\tau \in\left[0, \tau_{\mathrm{m}}\right]$. The fact that this quantity is small is an indicator of the validity of the constant-angle approximation. More importantly, in Fig. 2(b), we demonstrate the relative errors $\epsilon_{n}(\tau)$ for the first $(n=1)$ and second $(n=2)$ moments, as defined in Eq. (51) and Eq. (52), for the case of dynamics without decoherence, which is the most sensitive case. The numerical calculations, performed using the splitoperator method [43], reveal relative errors well below one percent, with the exception of the second moments around the turning point $\tau=\tau_{\mathrm{m}}$. This is consistent with the fact that the constant-angle approximation is less accurate around a turning point. This is also evidenced in Fig. 2(a), where the increase of $\chi(\tau ; \phi)$ towards the turning point is observable. These results suggest that our analytical approach should yield an excellent approximation of nonlinear open dynamics.

To demonstrate this explicitly, we plot the Wigner function in the centroid frame at the six specific instances of time indicated in Fig. 1a, as shown in Fig. 3. We present both the numerically exact results $W\left(\boldsymbol{r}+\boldsymbol{r}_{\mathrm{c}}(\tau), \tau\right)$ (which require several hours of computation) and the results using our analytical approach $W_{\mathrm{nG}}\left(\boldsymbol{r}+\boldsymbol{r}_{\mathrm{c}}(\tau), \tau\right)$ (which only require a few minutes). The agreement between the two is remarkably excellent. Furthermore, the cubic-phase states [64, 71-74], generated during the times $\tau \in\left[0, \tau_{\mathrm{m}}\right]$, can be obtained analytically. Indeed, one can show, as detailed in App. D.3, that the state in both the centroid and Gaussian frames, in the absence of decoherence during this time scale, can


Figure 3: Wigner function of the state of a particle evolving in a double-well potential with parameters given in Table 1 at different instances of time. These instances of time are indicated by polygons and correspond to the times indicated in Fig. 1(a). The first row shows the numerically exact Wigner function $W\left(\boldsymbol{r}+\boldsymbol{r}_{\mathrm{c}}(\tau), \tau\right)$ obtained using a numerically exact method whereas the second row shows the approximated Wigner function $W_{\mathrm{nG}}\left(\boldsymbol{r}+\boldsymbol{r}_{\mathrm{c}}(\tau), \tau\right)$ obtained using our analytical approach.


Figure 4: Position probability distribution at time $\tau_{\mathrm{m}}$ for a state evolving in a double-well potential for the parameters in Table 1 and for different values of $\Gamma$. The lines are computed using the analytical method described in this paper, whereas dots correspond to a numerically exact computation using Q-Xpanse [11].
be expressed as follows:

$$
\begin{equation*}
W_{\mathrm{a}}^{(\mathrm{G})}(\boldsymbol{r}, \tau)=\frac{1}{\sqrt{2 \pi}\left|\kappa_{3}(\tau)\right|^{1 / 3}} \exp \left[\frac{6 \kappa_{3}(\tau) p_{\phi}+1}{12\left|\kappa_{3}(\tau)\right|^{2}}\right] \operatorname{Ai}\left(\frac{\kappa_{3}(\tau) x_{\phi}^{2}+p_{\phi}}{\left|\kappa_{3}(\tau)\right|^{1 / 3}}+\frac{1}{4\left|\kappa_{3}(\tau)\right|^{4 / 3}}\right) \tag{63}
\end{equation*}
$$

Here, $\operatorname{Ai}(z)$ denotes the Airy function [75]. For simplification, we have omitted the contribution of $\kappa_{4}(\tau)$ in Eq. (63), which is negligible for $\tau \leq \tau_{\mathrm{m}}$. The complete expression can be found in App. D.3. Equation (63) indeed represents the Wigner function of a cubicphase state $[64,71-74]$. Interestingly, the state at $\tau=2 \tau_{\mathrm{m}}$ exhibits a pronounced quartic character. This might seem surprising given that, as we mentioned before, $\kappa_{3}(\tau) \gg \kappa_{4}(\tau)$. However, upon inspecting the map $M_{\mathrm{nG}}(\tau)$, one realizes that the two contributions of $\kappa_{3}(\tau)$ and $\kappa_{4}(\tau)$, corresponding to the first half-orbit $\left(0<\tau \leq \tau_{\mathrm{m}}\right)$ and the second half-orbit $\left(\tau_{\mathrm{m}}<\tau \leq 2 \tau_{\mathrm{m}}\right)$, would exactly cancel out or add up for a change in the angle of precisely $\pi$ (i.e., $\delta=0$ ). When $\delta$ is small but nonzero, the contribution from $\kappa_{4}(\tau)$ still accumulates, while the difference of the cubic terms, to first order, contributes another quarticlike term, thereby giving the state at $2 \tau_{\mathrm{m}}$ a quartic character.

Finally, an interesting feature of the cubic-phase state generated at $\tau=\tau_{\mathrm{m}}$ is that it produces an interference pattern in the position probability distribution $\mathrm{P}(x, \tau)=$ $\int d p W(\boldsymbol{r}, \tau)$. This is depicted in Fig. 4 for different values of $\Gamma / \Omega$, using both the numerically exact Q-Xpanse method [11] (dots) and our analytical approach (solid line). This demonstrates not only excellent qualitative agreement but also quantitative, par-
ticularly for the first and most relevant interference fringes. With our analytical approach, it can be shown that the interference pattern in the presence of decoherence, $\mathrm{P}_{\mathrm{a}}(x, \tau)=\int d p W_{\mathrm{a}}(\boldsymbol{r}, \tau)$, can be expressed as a Gaussian convolution of the interference pattern in the absence of decoherence [52], $\mathrm{P}_{\mathrm{coh}, \mathrm{a}}(x, \tau)$, as follows:

$$
\begin{equation*}
\mathrm{P}_{\mathrm{a}}(x, \tau)=\frac{1}{\sqrt{2 \pi C_{b, x x}(\tau)}} \int d x^{\prime} \exp \left[-\frac{\left(x-x^{\prime}\right)^{2}}{2 C_{b, x x}(\tau)}\right] \mathrm{P}_{\mathrm{coh}, \mathrm{a}}\left(x^{\prime}, \tau\right) \tag{64}
\end{equation*}
$$

Here, $C_{b, x x}(\tau)$ is the $x x$ component of the blurring covariance matrix given in Eq. (45), and

$$
\begin{equation*}
\mathrm{P}_{\mathrm{coh}, \mathrm{a}}(x, \tau) \equiv \int d p M_{\mathrm{C}}(\tau) M_{\mathrm{G}}(\tau) M_{\mathrm{nG}}(\tau) W^{(\mathrm{G})}(\boldsymbol{r}, 0), \tag{65}
\end{equation*}
$$

corresponds to the probability distribution in the absence of decoherence, which is explicitly provided in App. D.4. In addition, the interference pattern in the absence of decoherence can be derived from Eq. (63) and is given by:

$$
\begin{equation*}
\mathrm{P}_{\mathrm{coh}, \mathrm{a}}(x, \tau) \propto \exp \left(-\frac{x-x_{\mathrm{c}}(\tau)}{2 m_{x p}(\tau) \kappa_{3}(\tau)}\right)\left|\operatorname{Ai}\left(\frac{x-x_{\mathrm{c}}(\tau)}{m_{x p}(\tau)\left(4 \kappa_{3}(\tau)\right)^{1 / 3}}+z(\tau)\right)\right|^{2} \tag{66}
\end{equation*}
$$

In this equation, $m_{x p}(\tau)=S_{x x}(\tau) \sin (\phi)-S_{x p}(\tau) \cos (\phi)$, and $z(\tau) \in \mathbb{C}$ is a time-dependent function that is given in App. D.4. This analytical expression allows us to derive the scaling of the fringe separation, $x_{\mathrm{f}}$, which is the distance between the largest interference peak in $\mathrm{P}_{\text {coh, } \mathrm{a}}\left(x, \tau_{\mathrm{m}}\right)$ and its second one. As shown in App. D.4, the fringe separation scales as $x_{\mathrm{f}} \propto\left|\kappa_{3}(\tau)\right|^{1 / 3}$, or in terms of the physical parameters as $x_{\mathrm{f}} \propto(\Omega / \omega)^{2 / 3}(1 / d)^{1 / 3}$, for a fixed $x_{\mathrm{s}} / d$.

## 4 Conclusions

We have provided an analytical treatment of the Wigner function dynamics for a continuousvariable degree of freedom, such as the position and momentum of a massive particle, in a nonharmonic potential and in the presence of decoherence caused by, among other things, fluctuations of the nonharmonic potential. Our analytical treatment has demonstrated that it can yield an expression of the time-evolved Wigner function that approximates the exact dynamics very accurately, particularly in the case of wide nonharmonic potentials and small fluctuations.

Our analytical method specifically entails performing an exact, suitable reformulation of the open nonlinear dynamical problem via two frame transformations: the classical centroid and the Gaussian frame transformations. In this transformed frame, two approximations can be applied: the key constant-angle approximation and the linearized-decoherence approximation. These approximations facilitate the integration of the dynamical problem and are argued to provide excellent approximations for dynamics that allow the state to expand over scales many orders of magnitude larger than the initial spatial expansion, provided these fluctuations are smaller than the available phase space that can be explored. In other words, the fluctuations of the state should not occupy the entire available phasespace surface. These requirements define the concept of wide nonharmonic potentials and small fluctuations.

We have tested our analytical method using an example of a massive particle evolving in a wide double-well potential. The method shows excellent agreement with numerical simulations, not just qualitatively, but also quantitatively. In the wide regime, especially in
the presence of decoherence, the numerical calculations can be challenging. For these calculations, we utilized a numerical tool, Q-Xpanse, that we recently developed [11]. These numerical calculations often require several hours of computation, while our analytical approach reproduces the results with simple evaluations requiring only a few minutes of calculation. This example is particularly relevant as it has been recently proposed for preparing macroscopic quantum states of a levitated nanoparticle via the generated nonlinear quantum dynamics [42]. The combination of the numerical tool and the analytical method has enabled us to design, optimize, and understand this experimental proposal.

Beyond its utility in modeling experiments, our analytical method also paves the way for interesting research questions that warrant further investigation. Specifically, it would be intriguing to better characterize the dynamical problems in which our method proves effective. It could potentially be utilized to define a class of semiclassical quantum dynamical problems (see e.g., [32, 35]). Furthermore, one could concentrate on the classical regime, either by taking the limit as $\hbar \rightarrow 0$ and studying the efficacy of this method in understanding classical nonlinear dynamics, or by augmenting the strength of the generators of decoherence. In the latter case, it would also be interesting to focus on different types of decoherence, including non-Gaussian decoherence, and apply our method to understand and characterize their effect on the dynamics.

In conclusion, we hope that our analytical approach to understanding open quantum nonlinear dynamics and its classical limit will significantly contribute to this captivating, albeit long-standing, topic.
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## A Explicit expression of the decoherence rates

In the main body of the text, we have reformulated the dissipator due to the fluctuation potential (cf. Eq. (5)) as a double sum with coefficients denoted by $\Gamma_{n m}$. To achieve this, we performed a Taylor expansion of the potential, $V(X)$, as well as its derivative in Eq. (4). This led us to the explicit form of the equation:

$$
\begin{equation*}
\Gamma_{n m}=\frac{2 \pi}{\hbar^{2}} \frac{X_{\Omega}^{m+n}}{m!n!}\left[A_{1} X_{\Omega}^{2} \frac{\partial^{m+1} V}{\partial X^{m+1}}(0) \frac{\partial^{n+1} V}{\partial X^{n+1}}(0)+A_{2} \frac{\partial^{m} V}{\partial X^{m}}(0) \frac{\partial^{n} V}{\partial X^{n}}(0)\right]+\delta_{n, 1} \delta_{m, 1} \Gamma_{\mathrm{loc}} . \tag{67}
\end{equation*}
$$

These coefficients $\Gamma_{n m}$ are particularly convenient for expressing the decoherence superoperator within the Hilbert space. However, their translation to the Wigner equation is considerably different, necessitating the introduction of a new set of coefficients denoted as $c_{n m k}$ in Eq. (9). These can be derived by applying the Wigner transform to the decoherence
superoperator $\mathcal{D}[\cdot]$, resulting in the following equation:

$$
\begin{equation*}
c_{n m k}=(-i)^{k}\left[1+(-)^{k}\right] \frac{\Gamma_{n m}}{2 \omega}\left[\sum_{q=0}^{k}(-)^{q}\binom{n}{k}\binom{m}{k-q}-\binom{m+n}{k}\right] . \tag{68}
\end{equation*}
$$

## B Details on the constant-angle approximation

Here, we discuss in detail the constant-angle approximation. The dynamics in a wide potential is such that the coherent expansion $\eta(\tau) \gg 1$, and therefore the angle $\varphi(\tau)$ is approximately constant except close to compression times. Hence, one can approximate $\varphi(\tau)$ as a piecewise time-dependent function. Let $\tau_{\mathrm{m}}$ be the time at which the only turning point between 0 and $\tau_{\mathrm{f}}$ occurs. Then, we first use the exact factorization property of the evolution map

$$
\begin{equation*}
M_{+}\left(\tau_{\mathrm{f}}\right)=\exp _{+}\left[g \int_{0}^{\tau_{\mathrm{f}}} \mathcal{L}\left(\tau_{1}\right) d \tau_{1}\right]=\exp _{+}\left[g \int_{\tau_{\mathrm{m}}}^{\tau_{\mathrm{f}}} \mathcal{L}\left(\tau_{1}\right) d \tau_{1}\right] \exp _{+}\left[g \int_{0}^{\tau_{\mathrm{m}}} \mathcal{L}\left(\tau_{1}\right) d \tau_{1}\right] \tag{69}
\end{equation*}
$$

for a generic $g \mathcal{L}(\tau)$. Now in each time interval, $\left[0, \tau_{\mathrm{m}}\right]$ and $\left[\tau_{\mathrm{m}}, \tau_{\mathrm{f}}\right]$ the angle is approximately constant. Namely, our analytic calculation is based on the replacement of $M_{+}\left(\tau_{\mathrm{f}}\right)$ by

$$
\begin{equation*}
M\left(\tau_{\mathrm{f}}\right)=\exp \left[\int_{\tau_{m}}^{\tau_{\mathrm{f}}} \mathcal{L}\left(\tau_{1}\right) d \tau_{1}\right] \exp \left[\int_{0}^{\tau_{m}} \mathcal{L}\left(\tau_{1}\right) d \tau_{1}\right], \tag{70}
\end{equation*}
$$

together with the approximation

$$
\varphi(\tau) \approx \begin{cases}\phi_{1} & \text { for } \tau \in\left[0, \tau_{m}\right),  \tag{71}\\ \phi_{2} & \text { for } \tau>\tau_{m}\end{cases}
$$

for two constant angles $\phi_{1}$ and $\phi_{2}$. Note that we have reduced the problem to the scenario in which there are no compression times in the integration region. In what follows, let us assume that there are no compression times from between 0 and $\tau$.

The constant angle approximation described in the main text has the effect of replacing a time-ordered exponential, which is difficult to calculate, by an easier simple exponential map. Mathematically, the reason why this is possible can be justified as follows. Consider the expansion of the time-ordered exponential map

$$
\begin{equation*}
M_{+}(\tau)=\exp _{+}\left[g \int_{0}^{\tau} d \tau_{1} \mathcal{L}\left(\tau_{1}\right)\right]=\sum_{n=0}^{\infty} g^{n} \int_{0}^{\tau} d \tau_{1} \cdots \int_{0}^{\tau_{n-1}} d \tau_{n} \mathcal{L}\left(\tau_{1}\right) \cdots \mathcal{L}\left(\tau_{n}\right) \tag{72}
\end{equation*}
$$

with the time-dependent generator $g \mathcal{L}(\tau)$. The corresponding "standard" exponential map is instead

$$
\begin{equation*}
M(\tau)=\exp \left[g \int_{0}^{\tau} d \tau_{1} \mathcal{L}\left(\tau_{1}\right)\right]=\sum_{n=0}^{\infty} \frac{g^{n}}{n!} \int_{0}^{\tau} d \tau_{1} \cdots \int_{0}^{\tau} d \tau_{n} \mathcal{L}\left(\tau_{1}\right) \cdots \mathcal{L}\left(\tau_{n}\right) \tag{73}
\end{equation*}
$$

Note that if $\mathcal{L}(\tau)$ commutes with itself at different times, both expressions coincide after redefining the integration region. In the general case, the difference between the two maps is given by

$$
\begin{equation*}
M_{+}(\tau)-M(\tau)=\frac{g^{2}}{2} \int_{0}^{\tau} d \tau_{1} \int_{0}^{\tau_{1}} d \tau_{2}\left[\mathcal{L}\left(\tau_{1}\right), \mathcal{L}\left(\tau_{2}\right)\right]+O\left(g^{3}\right) \tag{74}
\end{equation*}
$$

which explicitly shows that the first correction depends on the out-of-time commutator of the generator.

In our case of interest $\mathcal{L}(\tau)=\mathcal{L}_{\mathrm{nG}}^{(\mathrm{G})}(\tau)+\mathcal{L}_{\mathrm{d}}^{(\mathrm{G})}(\tau)$, where $\mathcal{L}(\tau)$ includes only multiplication with respect to $x_{\varphi(\tau)}$ and (multiple) derivatives with respect to $p_{\varphi(\tau)}$. Hence, the term

$$
\begin{equation*}
\frac{\partial}{\partial p_{\varphi\left(\tau_{1}\right)}} x\left(\tau_{2}\right)=\sin \left(\varphi\left(\tau_{1}\right)-\varphi\left(\tau_{2}\right)\right) \tag{75}
\end{equation*}
$$

controls the strength of the commutator. The explicit calculation is lengthy and therefore we do not include it here. However, let us show how to proceed by considering only the "classical" term defined as

$$
\begin{equation*}
\mathcal{L}_{\mathrm{c}}^{(\mathrm{G})}(\tau) \equiv \sum_{n \geq 2} \beta_{n+1}(\tau) x_{\varphi(\tau)}^{n} \frac{\partial}{\partial p_{\varphi(\tau)}} \tag{76}
\end{equation*}
$$

since the rest are analogous. We find that the first-order correction in Eq. (74) is given by

$$
\begin{equation*}
\frac{1}{2} \int_{0}^{\tau} d \tau_{1} \int_{0}^{\tau_{1}} d \tau_{2}\left[\mathcal{L}_{\mathrm{c}}^{(\mathrm{G})}\left(\tau_{1}\right), \mathcal{L}_{\mathrm{c}}^{(\mathrm{G})}\left(\tau_{2}\right)\right]=\frac{1}{2} \int_{0}^{\tau} d \tau_{1} \int_{0}^{\tau_{1}} d \tau_{2} A\left(\tau_{1}, \tau_{2}\right) \sin \left(\varphi\left(\tau_{1}\right)-\varphi\left(\tau_{2}\right)\right) \tag{77}
\end{equation*}
$$

where we have defined the differential operator

$$
\begin{equation*}
A\left(\tau_{1}, \tau_{2}\right)=\sum_{n, m \geq 2} \beta_{n+1}\left(\tau_{1}\right) \beta_{m+1}\left(\tau_{2}\right) x_{\varphi\left(\tau_{1}\right)}^{n-1} x_{\varphi\left(\tau_{2}\right)}^{m-1}\left[m x_{\varphi\left(\tau_{1}\right)} \frac{\partial}{\partial p_{\varphi\left(\tau_{2}\right)}}+n x_{\varphi\left(\tau_{2}\right)} \frac{\partial}{\partial p_{\varphi\left(\tau_{1}\right)}}\right] \tag{78}
\end{equation*}
$$

In the regime of large expansions $\eta(\tau) \gg 1$ allowed by wide potentials, the angle $\varphi(\tau)$ is approximately constant (see Eq. (50)). Hence, replacing the time-dependent angle $\varphi(\tau)$ by a constant $\phi$ corresponds to replacing the time-ordered exponential by a standard exponential map, which in turn allows to continue with the analytical calculation.

The approximation still depends on the value of the angle $\phi$ that one chooses. We decide to take $\phi$ as the angle $\varphi\left(\tau_{\star}\right)$ evaluated at the time of largest expansion $\tau_{\star}=\operatorname{argmax}_{\tau} \eta(\tau)$, since this corresponds to the time at which the derivative of $\varphi(\tau)$ is the smallest.

## C An alternative linearized-decoherence approximation requirement

The small fluctuations condition $x_{\mathrm{c}}(\tau) \gg \eta(\tau)$ ensures that decoherence differential operator $\mathcal{L}_{\mathrm{d}}^{(\mathrm{G})}(\tau)$ can be linearized (see Eq. (41)). However, a drawback of this condition is that $x_{\mathrm{c}}(\tau)$ is defined relative to an arbitrary origin. While the coefficients $c_{n m k}$ (and consequently $\Gamma_{n m}$ ) appropriately account for this arbitrariness, it can potentially obscure the more general condition for the linearized-decoherence approximation to hold. Here, we provide a more intricate derivation of the operator $\Lambda_{\mathrm{d}}(\tau)$ in Eq. (36), but that has the advantage of eliminating the arbitrariness associated with the choice of origin.

Let $f\left(\hat{X} / X_{\Omega}\right)$ be a smooth function of the position operator $\hat{X}$, and let us compute the Wigner transform

$$
\begin{equation*}
f\left(\hat{X} / X_{\Omega}\right) \hat{\rho} f\left(\hat{X} / X_{\Omega}\right) \mapsto f\left(x+i \frac{\partial}{\partial p}\right) f\left(x-i \frac{\partial}{\partial p}\right) W(\boldsymbol{r}) \tag{79}
\end{equation*}
$$

Using this relation, a double commutator term reads

$$
\begin{equation*}
-[f(\hat{X}),[f(\hat{X}), \cdot]] \mapsto \Xi \cdot \equiv \sum_{s, s^{\prime}= \pm}\left(-s s^{\prime}\right) f\left(x+i s \frac{\partial}{\partial p}\right) f\left(x+i s^{\prime} \frac{\partial}{\partial p}\right) \tag{80}
\end{equation*}
$$

In the dissipator due to fast fluctuating forces, we have two such terms: $f(x) \propto(\partial U / \partial x)(x)$ and $f(x) \propto U(x)$. The transformation to the classical centroid and Gaussian frames amounts to transforming the expression $\Xi$ into

$$
\begin{equation*}
\Xi^{(\mathrm{G})}(\tau)=\sum_{s, s^{\prime}= \pm 1}\left(-s s^{\prime}\right) f\left(x_{\mathrm{c}}(\tau)+\eta(\tau) Z_{s}(\varphi(\tau))\right) f\left(x_{\mathrm{c}}(\tau)+\eta(\tau) Z_{s^{\prime}}(\eta(\tau))\right) \cdot . \tag{81}
\end{equation*}
$$

with the short-hand notation

$$
\begin{equation*}
Z_{s}(\phi)=\left(x_{\phi}+i s \frac{\partial}{\partial p_{\phi}}\right) . \tag{82}
\end{equation*}
$$

One can now expand Eq. (81) around $x_{\mathrm{c}}(\tau)$ to obtain
$\Xi^{(\mathrm{G})}(\tau)=\sum_{n, m=0}^{\infty}\left(\frac{\partial^{n} f}{\partial x^{n}}\left(x_{\mathrm{c}}(\tau)\right) \eta(\tau)^{n}\right)\left(\frac{\partial^{m} f}{\partial x^{m}}\left(x_{\mathrm{c}}(\tau)\right) \eta(\tau)^{m}\right) \sum_{s s^{\prime}= \pm}\left(-s s^{\prime}\right) Z_{s}(\phi(t))^{n} Z_{s^{\prime}}(\phi(t))^{m}$.

If we label the terms in the series as $(n, m)$, the first nonvanishing term is $(1,1)$. The linearized decoherence approximation corresponds to keeping the term $(1,1)$ and assuming that the rest are subdominant. In essence, we require that the terms of the sequence $\left\{a_{n}\right\}$ with

$$
\begin{equation*}
a_{n}=\eta(\tau)^{n} \frac{\partial^{n} f}{\partial x^{n}}\left(x_{\mathrm{c}}(\tau)\right), \tag{84}
\end{equation*}
$$

decreases for increasing $n$, where $f(x)$ is proportional to either the potential $U(x)$ or its derivative. This is expected in the limit of wide potentials. Indeed, let $d$ be the length-scale of the potential, then we have

$$
\begin{equation*}
\eta(\tau)^{n} \frac{\partial^{n} f}{\partial x^{n}}\left(x_{\mathrm{c}}(t)\right) \sim\left(\frac{\eta(\tau)}{d}\right)^{n} f\left(x_{\mathrm{c}}(\tau)\right) . \tag{85}
\end{equation*}
$$

Therefore, the term with the least number of factors $\eta(\tau) / d$ is the term $(1,1)$, and we expect it to dominate the series. Note that the above logic does not exploit that $x_{\mathrm{c}}(\tau) \gg \eta(\tau)$, but rather that $\eta(\tau)$ is small as compared to the derivatives of the potential $U(x)$; that is, that the potential is wide.

## D Derivations using the analytical expression of the Wigner function

This appendix is devoted to providing additional details regarding the derivations of analytical expressions for the approximated first and second moments, along with the approximated Wigner function, using the constant-angle approximation; that is, using our main result in Eq. (43). In the derivation, we use the properties

$$
\begin{align*}
& \left.\int d \boldsymbol{r} f(\boldsymbol{r})\{\mathrm{G}[C](\boldsymbol{r}) \star g(\boldsymbol{r})]\right\}=\int d \boldsymbol{r}\{\mathrm{G}[C](\boldsymbol{r}) \star f(\boldsymbol{r})\} g(\boldsymbol{r}),  \tag{86}\\
& \int d \boldsymbol{r} f(\boldsymbol{r}) g\left(T^{-1} \boldsymbol{r}\right)=\int d \boldsymbol{r} f(T \boldsymbol{r}) g(\boldsymbol{r}) J_{T}(\boldsymbol{r}), \tag{87}
\end{align*}
$$

where $\star$ denotes the convolution,

$$
\begin{equation*}
f(\boldsymbol{r}) \star g(\boldsymbol{r})=\int d \boldsymbol{r}^{\prime} f\left(\boldsymbol{r}-\boldsymbol{r}^{\prime}\right) g\left(\boldsymbol{r}^{\prime}\right) \tag{88}
\end{equation*}
$$

and the Jacobian $J_{T}(\boldsymbol{r})$ is the determinant of the matrix

$$
\frac{\partial(T \boldsymbol{r})}{\partial(\boldsymbol{r})}=\left(\begin{array}{ll}
\partial_{x}(T \boldsymbol{r})_{x} & \partial_{p}(T \boldsymbol{r})_{x}  \tag{89}\\
\partial_{x}(T \boldsymbol{r})_{p} & \partial_{p}(T \boldsymbol{r})_{p}
\end{array}\right)
$$

associated to the transformation $T$.

## D. 1 First moments

In the Wigner representation, expectation values of symmetrically-ordered (also Weylordered) operators are computed as phase space integrals. Using our main result in Eq. (43), we find that

$$
\begin{equation*}
\boldsymbol{\mu}_{a}(\tau) \equiv\left\langle\hat{\boldsymbol{r}}_{a}(\tau)=\int \operatorname{dr} \boldsymbol{r} D(\tau) M_{\mathrm{C}}(\tau) M_{\mathrm{G}}(\tau) M_{\mathrm{nG}}(\tau) W^{(\mathrm{G})}(\boldsymbol{r}, 0)\right. \tag{90}
\end{equation*}
$$

Using the property in Eq. (86) together with the convolution representation of the decoherence map in Eq. (46), one can show that the decoherence map does not contribute to the evaluation of the first moments. Moreover, using the property in Eq. (87) for the maps $M_{\mathrm{C}}(\tau)$ and $M_{\mathrm{G}}(\tau)$, and noting that both transformations have unit Jacobian, one arrives to

$$
\begin{equation*}
\boldsymbol{\mu}_{a}(\tau)=\boldsymbol{r}_{\mathrm{c}}(\tau)+\boldsymbol{S}(\tau) \int d \boldsymbol{r} M_{\mathrm{nG}}(\tau) W^{(\mathrm{G})}(\boldsymbol{r}, 0) \tag{91}
\end{equation*}
$$

Finally, we note that, in our approximation, the quantum terms included in $M_{\mathrm{nG}}(\tau)$ do not contribute to the calculation of the first or second moments. This is a consequence of the fact that the quantum terms include derivatives of order higher than three, which after integration by parts would give no contribution to the integral. Hence, the action of the map $M_{\mathrm{nG}}(\tau)$ amounts to a nonlinear transformation

$$
\begin{equation*}
T \boldsymbol{r}=\boldsymbol{r}-\boldsymbol{R}(\phi)^{\top} \mathbf{e}_{p} \sum_{n \geq 3} \kappa_{n}(\tau)\left(\mathbf{e}_{x}^{\top} \boldsymbol{R}(\phi) \boldsymbol{r}\right)^{n-1} \tag{92}
\end{equation*}
$$

which also has a unit Jacobian. Hence, combining our previous results and taking the average with the state $W_{g}(\boldsymbol{r}, 0)$ we arrive at the result quoted in Eq. (47).

## D. 2 Covariance matrix

The covariance matrix is computed as the average

$$
\begin{align*}
\boldsymbol{C}_{a}(\tau) & \equiv\left\langle(\hat{\boldsymbol{r}}-\boldsymbol{\mu}(\tau))(\hat{\boldsymbol{r}}-\boldsymbol{\mu}(\tau))^{\top}\right\rangle(\tau) \\
& =\int d \boldsymbol{r}(\boldsymbol{r}-\boldsymbol{\mu}(\tau))(\boldsymbol{r}-\boldsymbol{\mu}(\tau))^{\mathrm{T}} D(\tau) M_{\mathrm{C}}(\tau) M_{\mathrm{G}}(\tau) M_{\mathrm{nG}}(\tau) W^{(\mathrm{G})}(\boldsymbol{r}, 0) . \tag{93}
\end{align*}
$$

Taking advantage of the property in Eq. (86), we see that the action of the decoherence map is to increase the value of the covariance matrix by $C_{\mathrm{b}}(\tau)$, as compared to the case without decoherence. Namely, one arrives at

$$
\begin{equation*}
\boldsymbol{C}_{a}(\tau)=\boldsymbol{C}_{\mathrm{b}}(\tau)+\int d \boldsymbol{r}(\boldsymbol{r}-\boldsymbol{\mu}(\tau))(\boldsymbol{r}-\boldsymbol{\mu}(\tau))^{\top} M_{\mathrm{C}}(\tau) M_{\mathrm{G}}(\tau) M_{\mathrm{nG}}(\tau) W^{(\mathrm{G})}(\boldsymbol{r}, 0) \tag{94}
\end{equation*}
$$

Moreover, similarly to the case of the first moments, taking advantage of Eq. (87) and Eq. (92), one can manipulate the result into the form displayed in Eq. (48).

## D. 3 State before the turning point in the double-well case

Here, we give more details on how to obtain an analytical expression for the Wigner function in the centroid and Gaussian frame under the constant-angle approximation. To this end, we assume a thermal initial state $W_{g}(\boldsymbol{r}, 0)$, which we decompose into Fourier modes as

$$
\begin{equation*}
W^{(\mathrm{G})}(\boldsymbol{r}, 0)=\frac{\exp \left[-x_{\phi}^{2} /(2(2 \bar{n}+1))\right]}{\sqrt{2 \pi(2 \bar{n}+1)}} \int \frac{d k_{\phi}}{2 \pi} \exp \left[-(2 \bar{n}+1) k_{\phi}^{2} / 2+i p_{\phi} k_{\phi}\right], \tag{95}
\end{equation*}
$$

Applying the evolution map given by the exponential of $\Lambda(\tau)$ in Eq. (34) to the state in Eq. (95) leads to an integral expression of the form

$$
\begin{equation*}
\frac{1}{2 \pi} \int d k \exp \left[i\left(c_{3} \frac{k^{3}}{3}+i c_{2} \frac{k^{2}}{2}+c_{1} k\right)\right]=\frac{1}{\left|c_{3}\right|^{1 / 3}} \exp \left(\frac{c_{2}^{3}+6 c_{3} c_{2} c_{1}}{12\left|c_{3}\right|^{2}}\right) \operatorname{Ai}\left(\frac{c_{2}^{2}+4 c_{3} c_{1}}{4\left|c_{3}\right|^{4 / 3}}\right) \tag{96}
\end{equation*}
$$

where $c_{3} \equiv \kappa_{3}(\tau)+3 \kappa_{4}(\tau) x_{\phi}, c_{2} \equiv 2 \bar{n}+1+\sigma_{\mathrm{b}}(\tau)^{2}$, and $c_{1} \equiv p_{\phi}+\kappa_{3}(\tau) x_{\phi}^{2}+\kappa_{4}(\tau) x_{\phi}^{3}$ and we have introduced the Airy function

$$
\begin{equation*}
\operatorname{Ai}(z) \equiv \frac{1}{2 \pi} \int_{-\infty}^{\infty} d u \exp \left[i\left(\frac{u^{3}}{3}+z u\right)\right] \tag{97}
\end{equation*}
$$

for $z \in \mathbb{C}$. Multiplying by the remaining Gaussian in $x_{\phi}$, one can simplify the expression into the final result

$$
\begin{align*}
W_{\mathrm{a}}^{(\mathrm{G})}(\boldsymbol{r}, \tau)= & \frac{1}{\sqrt{2 \pi(2 \bar{n}+1)}\left|\kappa_{3}(\tau)+3 \kappa_{4}(\tau) x_{\phi}\right|^{1 / 3}} \\
& \times \exp \left[\frac{\left(2 \bar{n}+1+\sigma_{\mathrm{b}}(\tau)^{2}\right)\left[6\left(\kappa_{3}(\tau)+3 \kappa_{4}(\tau) x_{\phi}\right)\left(p_{\phi}+\kappa_{3}(\tau) x_{\phi}^{2}+\kappa_{4}(\tau) x_{\phi}^{3}\right)\right]}{12\left|\kappa_{3}(\tau)+3 \kappa_{4}(\tau) x_{\phi}\right|^{2}}\right] \\
& \times \exp \left[\frac{\left(2 \bar{n}+1+\sigma_{\mathrm{b}}(\tau)^{2}\right)^{3}}{12\left|\kappa_{3}(\tau)+3 \kappa_{4}(\tau) x_{\phi}\right|^{2}}\right] \exp \left[-\frac{x_{\phi}^{2}}{2 \sigma^{2}}\right] \\
& \times \operatorname{Ai}\left(\frac{\left(\kappa_{3}(\tau) x_{\phi}^{2}+\kappa_{4}(\tau) x_{\phi}^{3}+p_{\phi}\right)}{\left|\kappa_{3}(\tau)+3 \kappa_{4}(\tau) x_{\phi}\right|^{1 / 3}}+\frac{\left(2 \bar{n}+1+\sigma_{\mathrm{b}}(\tau)^{2}\right)^{2}}{4\left|\kappa_{3}(\tau)+3 \kappa_{4}(\tau) x_{\phi}\right|^{4 / 3}}\right) \tag{98}
\end{align*}
$$

If one sets into the above expression $\kappa_{4}(\tau) \mapsto 0, \sigma_{\mathrm{b}}(\tau) \mapsto 0$, and $\bar{n} \mapsto 0$ it yields the simplified result

$$
\begin{equation*}
W_{\mathrm{a}}^{(\mathrm{G})}(\boldsymbol{r}, \tau)=\frac{1}{\sqrt{2 \pi}\left|\kappa_{3}(\tau)\right|^{1 / 3}} \exp \left[\frac{6 \kappa_{3}(\tau) p_{\phi}+1}{12\left|\kappa_{3}(\tau)\right|^{2}}\right] \operatorname{Ai}\left(\frac{\kappa_{3}(\tau) x_{\phi}^{2}+p_{\phi}}{\left|\kappa_{3}(\tau)\right|^{1 / 3}}+\frac{1}{4\left|\kappa_{3}(\tau)\right|^{4 / 3}}\right) \tag{99}
\end{equation*}
$$

which we show in the main text. Finally, one can move back to the centroid frame by applying $M_{\mathrm{G}}(\tau)$, and to the original frame by applying $M_{\mathrm{C}}(\tau)$. It follows that the approximated Wigner function yields

$$
\begin{equation*}
W_{\mathrm{a}}(\boldsymbol{r}, \tau)=W_{\mathrm{a}}^{(\mathrm{G})}\left(\boldsymbol{S}(\tau)^{-1}\left(\boldsymbol{r}-\boldsymbol{r}_{\mathrm{c}}(\tau)\right), \tau\right) \tag{100}
\end{equation*}
$$

## D. 4 Interference pattern at the turning point in the double-well case

In this Appendix, we compute the coherent interference pattern of the probability distribution $\mathrm{P}_{\text {coh, } \mathrm{a}}(x, \tau)$ within our approximation. To obtain the desired probability distribution, we first rewrite $x_{\phi}$ and $p_{\phi}$ in terms of $x$ and $p$ using the rotation matrix $\boldsymbol{R}(\phi)$. Then, we apply the $\operatorname{map} M_{\mathrm{G}}(\tau)$ to move to the classical trajectory frame, which mixes the coordinates $x$ and $p$ according to the propagator $\boldsymbol{S}(\tau)^{-1}$. If we denote $f\left(\boldsymbol{r}_{\phi}\right)$ the function of the right-hand-side of Eq. (99), the Wigner function in the classical centroid frame is $f(\mathbf{m}(\tau) \boldsymbol{r})$, where $\mathbf{m}(\tau) \equiv \boldsymbol{R}(\phi) \boldsymbol{S}(\tau)^{-1}$, with components $m_{i j}(\tau)$ for $i, j=x, p$. For conciseness of the notation, hereafter we denote $m_{i j}(\tau)$ simply as $m_{i j}$.

In order to obtain the probability distribution, we have to perform the integral over the variable $p$, which can be done using the following property of the Airy function (see Ch. 3 of [75])

$$
\begin{equation*}
\int d y \operatorname{Ai}\left(y^{2}+y_{0}\right) \exp (i k y)=2^{2 / 3} \pi \operatorname{Ai}\left[2^{-2 / 3}\left(y_{0}+k\right)\right] \operatorname{Ai}\left[2^{-2 / 3}\left(y_{0}-k\right)\right] \tag{101}
\end{equation*}
$$

In order to use the property in Eq. (101), we have to rewrite the argument of the Airy function in Eq. (63) without a linear term. To this end, we define

$$
\begin{align*}
& y=\frac{1}{\kappa_{3}(\tau)^{1 / 6}}\left(\kappa_{3}(\tau)^{1 / 2} m_{x p} p+\frac{2 \kappa_{3}(\tau) m_{x p} m_{x x} x+m_{p p}}{2 m_{x p} \kappa_{3}(\tau)^{1 / 2}}\right)  \tag{102}\\
& y_{0}(x)=\frac{1}{\kappa_{3}(\tau)^{1 / 3}}\left(\frac{m_{x p}^{2}-m_{p p}^{2}-4 m_{x p} \kappa_{3}(\tau) x}{4 m_{x p}^{2} \kappa_{3}(\tau)}\right),  \tag{103}\\
& k=-i \frac{m_{p p}}{2 m_{x p} \kappa_{3}(\tau)^{4 / 3}} . \tag{104}
\end{align*}
$$

Noting that $m_{x x} m_{p p}-m_{x p} m_{p x}=1$, and using $y$ as an integration variable, we can use formula Eq. (101) to compute

$$
\begin{align*}
\mathrm{P}_{\text {coh, } \mathrm{a}}^{(\mathrm{C})}(x, \tau)= & \frac{\sqrt{\pi / 2}}{\left|m_{x p}\right|\left(\kappa_{3}(\tau) / 2\right)^{2 / 3}} \exp \left[\frac{m_{x p}^{2}-3 m_{p p}^{2}-6 m_{x p} \kappa_{3}(\tau) x}{12 m_{x p}^{2} \kappa_{3}(\tau)^{2}}\right] \\
& \times\left|\operatorname{Ai}\left[\frac{1}{\left(4 \kappa_{3}(\tau)\right)^{1 / 3}}\left(-\frac{x}{m_{x p}}+\frac{1}{4 \kappa_{3}(\tau)}\left(1-\frac{m_{p p}^{2}}{m_{x x}^{2}}\right)+i \frac{m_{p p}}{2 m_{x p} \kappa_{3}(\tau)}\right)\right]\right|^{2} . \tag{105}
\end{align*}
$$

Introducing back the expressions for $m_{x x}, m_{x p}, m_{p x}$ and $m_{p p}$, and shifting $x \mapsto x-x_{\mathrm{c}}(\tau)$ yields the probability $\mathrm{P}_{\text {coh,a }}(x, \tau)$. The effect of decoherence can be included with Eq. (64).

Let $x_{\mathrm{f}}$ be the distance between the first and second maximum in the fringe pattern defined by Eq. (105). At $\tau_{\mathrm{m}}$, the dependence on the position variable $x$ is scaled with

$$
\begin{equation*}
x_{\mathrm{f}} \sim\left|\kappa_{3}\left(\tau_{\mathrm{m}}\right)\right|^{1 / 3} m_{x p} \tag{106}
\end{equation*}
$$

with $m_{x p} \approx S_{x x}\left(\tau_{\mathrm{m}}\right)$, which is only a function of $x_{\mathrm{s}} / d$. Moreover, one has that

$$
\begin{equation*}
\kappa_{3}\left(\tau_{\mathrm{m}}\right)=3 \frac{\omega}{\Omega} \frac{1}{d} \int_{0}^{\tau_{\mathrm{m}}} d \tau^{\prime} \eta\left(\tau^{\prime}\right)^{3} \frac{x_{\mathrm{c}}\left(\tau^{\prime}\right)}{d}=3 \frac{\omega}{\Omega} \frac{1}{d} \eta_{\star}^{3} \int_{0}^{\tau_{\mathrm{m}}} d \tau^{\prime} \frac{\eta\left(\tau^{\prime}\right)^{3}}{\eta_{\star}^{3}} \frac{x_{\mathrm{c}}\left(\tau^{\prime}\right)}{d} \tag{107}
\end{equation*}
$$

For sufficiently large $\Omega / \omega$ the integral in Eq. (107) becomes, in very good approximation, also a function of only $x_{\mathrm{s}} / d$. In that regime, we find that the fringe separation scales with

$$
\begin{equation*}
x_{\mathrm{f}} \sim\left(\frac{\Omega}{\omega}\right)^{2 / 3}\left(\frac{1}{d}\right)^{1 / 3} f\left(x_{\mathrm{s}} / d\right) \tag{108}
\end{equation*}
$$

where $f\left(x_{\mathrm{s}} / d\right)$ is an unspecified function of only $x_{\mathrm{s}} / d$.
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