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Variational Quantum Algorithms
(VQAs) are often viewed as the best
hope for near-term quantum advantage.
However, recent studies have shown that
noise can severely limit the trainability
of VQAs, e.g., by exponentially flattening
the cost landscape and suppressing the
magnitudes of cost gradients. Error Mit-
igation (EM) shows promise in reducing
the impact of noise on near-term devices.
Thus, it is natural to ask whether EM
can improve the trainability of VQAs.
In this work, we first show that, for a
broad class of EM strategies, exponential
cost concentration cannot be resolved
without committing exponential resources
elsewhere. This class of strategies includes
as special cases Zero-Noise Extrapolation,
Virtual Distillation, Probabilistic Error
Cancellation, and Clifford Data Regres-
sion. Second, we perform analytical and
numerical analysis of these EM protocols,
and we find that some of them (e.g.,
Virtual Distillation) can make it harder
to resolve cost function values compared
to running no EM at all. As a positive
result, we do find numerical evidence
that Clifford Data Regression (CDR)
can aid the training process in certain
settings where cost concentration is not
too severe. OQur results show that care
should be taken in applying EM protocols
as they can either worsen or not improve
trainability. On the other hand, our
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positive results for CDR highlight the
possibility of engineering error mitigation
methods to improve trainability.

1 Introduction

The prospect of obtaining quantum computa-
tional advantage for practical problems, such
as simulating systems in chemistry and mate-
rials science, has generated much excitement.
The past few years have witnessed tremen-
dous progress towards this end, with signifi-
cant focus on algorithm development for Noisy
Intermediate-Scale Quantum (NISQ) computers.
In particular, Variational Quantum Algorithms
(VQASs) are a leading algorithmic approach be-
cause they adapt to the constraints of NISQ de-
vices. Specifically, VQAs minimize a cost func-
tion by training a parameterized quantum circuit
via a classical-quantum feedback loop [1,2]. The
cost is computed efficiently on a quantum com-
puter whilst the parameter optimization is car-
ried out classically. Different implementations
of this versatile framework have been proposed
for a broad spectrum of problems from dynami-
cal quantum simulation [3-13] to machine learn-
ing [14-20] and beyond [21-40].

A central challenge in the NISQ regime is to
combat the effects of noise as full error correc-
tion is not possible [41]. Decoherence, gate errors,
and measurement noise all conspire to limit the
complexity of quantum circuits that can be im-
plemented on NISQ devices. While VQAs them-
selves offer some strategy to mitigate the impact
of noise [1], it is widely viewed that VQAs alone
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will not be enough, and additional strategies will
be needed to obtain quantum advantage in the
face of noise. This has spawned the field of er-
ror mitigation (EM), and many researchers be-
lieve that VQAs combined with EM techniques
will be the path forward. Indeed, EM methods
like Zero-Noise Extrapolation [10,42-44|, Clifford
Data Regression [45], Virtual Distillation [46,47],
Probabilistic Error Cancellation [42,43]| and oth-
ers [48-55| have been demonstrated to reduce er-
rors of observable expectation values, sometimes
by orders of magnitude. Hence, there has been
hope that one can simply train the VQA in the
presence of noise, and then after training, one can
apply an EM method to extract the correct cost
value (e.g., the ground state energy in the case of
the variational quantum eigensolver [21]).

However, new challenges have recently been
discovered for this approach [56,57]. It is now
recognized that noise impacts the trainability of
VQAs, that is, the ability of the classical op-
timizer to find the global cost minimum. For
ansatzes (i.e., parameterized quantum circuits)
with depth linear or superlinear in the num-
ber of qubits and local Pauli noise, the cost
function landscape exponentially flattens, lead-
ing to an exponentially vanishing cost gradient,
a phenomenon known as Noise-Induced Barren
Plateaus (NIBPs) [56]. Thus, noise impedes
the training process of VQAs, as in such a set-
ting one requires an exponential number of shots
per optimization step to resolve the cost land-
scape against finite sampling noise. As with
other barren plateau effects [58, 59|, this expo-
nential scaling does not only arise for gradient-
based optimizers but also impacts gradient-free
methods [60] and optimizers that use higher-order
derivatives [61]. NIBPs represent a serious issue
for VQA scalability, and could ultimately be a
roadblock for near-term quantum advantage. It
is therefore crucial to investigate potential meth-
ods to mitigate them.

Given the great success of EM methods in sup-
pressing error in observable expectation values, it
is natural to ask whether EM methods could ad-
dress NIBPs. More generally, one could simply
ask: does it help to use error mitigation during
the training process for VQAs? This question
is precisely the topic of our article. We remark
that error mitigation has been successfully im-
plemented during the VQA training process for a
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Figure 1: Error mitigation can impair the resolvabil-
ity of cost function landscapes. (a): A central primi-
tive in training VQAs is the task of comparing two cost
function values (C(61) and C(62)) on the cost land-
scape in parameter space. ldeally (with infinite sam-
pling), these cost values correspond to the mean values
of some probability distributions (left panel). However,
in an experimental setup, one only has a finite shot bud-
get and by collecting measurement statistics one obtains
an estimate of the mean values by sampling from these
distributions (right panel). (b): The effect of certain
types of noise models is to concentrate cost function val-
ues. This impedes trainability as any two cost function
values (C'(01) and C(63)) have small separation and re-
quire many shots to accurately distinguish. (c): Error
mitigation can mitigate many effects of noise and poten-
tially recover key features of the noise-free cost function.
In an ideal scenario, the separation of the mitigated cost
values (Cy,(01) and Cy,,(02)) closely resembles that of
the noise-free landscape. However, the caveat is that
the variance of statistical outcomes can increase greatly.
The effect of this is that the two cost function points
can often require even more shots to resolve accurately,
compared to the unmitigated case.

small-scale problem [44]. However, it is an open
question as to whether or not EM can resolve
large-scale trainability issues associated with cost
concentration. This is due to the fact that even
though EM can reverse the concentration of cost
values, it also increases the statistical uncertainty
in the mitigated quantities, as summarized in Fig-
ure 1. If the statistical uncertainty increases
too quickly, then error mitigation may make it
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harder to find cost minimizing directions, or re-
liably compare relative magnitudes of cost val-
ues, which are the key tasks in order to reliably
train on a cost landscape. Centrally, it is a non-
trivial question as to whether or not EM improves
the resolvability of cost function values. To be
clear, we are not solely quantifying the effective-
ness of error mitigation in reconstructing the cost
landscape given unbounded samples, which is a
central question widely studied in the literature.
Rather, viewing NIBPs as an exponential sample
issue, in this work we compare the sample effi-
ciency of extracting information needed for opti-
mization over the cost landscape using error mit-
igation versus not using error mitigation at all.

In this work, we investigate the effects of error
mitigation on the resolvability of the cost func-
tion landscape. First, we consider a broad class
of error mitigation protocols and show that, un-
der the class of local Pauli noise that is known to
cause NIBPs, in order to reverse exponential cost
concentration any such protocol needs to spend
resources (e.g., shot resources or number of state
copies) scaling at least exponentially in the num-
ber of qubits. This suggests that NIBPs are a se-
rious scaling issue that cannot be simply resolved
with error mitigation.

Second, we study four specific error mitigation
protocols in further detail: Zero-Noise Extrap-
olation, Virtual Distillation, Probabilistic Error
Cancellation, and strategies that implement a lin-
ear ansatz which includes Clifford Data Regres-
sion. We find that Virtual Distillation can ac-
tually decrease the resolvability of the noisy cost
landscape, and impede trainability. Under more
restrictive assumptions on the cost landscape, we
find a similar result for Zero-Noise Extrapolation.
We also show that any improvement in the re-
solvability after applying Probabilistic Error Can-
cellation under local depolarizing noise exponen-
tially degrades with increasing number of qubits.
Finally, for strategies that use a linear ansatz such
as Clifford Data Regression, we show that there
is no change to the resolvability of any pair of
cost values if the same ansatz is used. However,
we do observe numerically that Clifford Data Re-
gression increases trainability in some settings.
This last observation provides some hope that
a careful choice of error mitigation method can
be useful. It also suggests that researchers could
design and engineer error mitigation methods to

enhance VQA trainability.

The rest of the manuscript is structured as fol-
lows. Section 2 introduces the framework and no-
tation for our work. We present our theoretical
results in Section 3 and our numerical results in
Section 4. Finally, our concluding discussions are

=

presented in Section 5. The proofs for our main
results are presented in the Appendix.

2  Framework

2.1 Variational Quantum Algorithms

The main goal of Variational Quantum Algo-
rithms (VQAs) is to solve an optimization prob-
lem by minimizing a cost function that can be effi-
ciently estimated on a quantum computer. In this
work we consider settings where the cost function
takes the form

C(0) = T [U(O)pnUH(0)0] . (1)

In the above, given some Hilbert space H, we de-
fine the set of density operators S(H) and set of
bounded linear operators B(#H). We then denote
pin € S(H) as the input state, U(0) € B(H) as a
unitary that corresponds to a parametrized quan-
tum circuit with trainable parameters 8, and O €
B(H) is a Hermitian operator. The Variational
Quantum Eigensolver [21], variational quantum
compiling [33-35,62], quantum autoencoders [63],
and several other VQAs fit under the framework
of Eq. (1).

A quantum computer is employed to evaluate
the cost function, or gradients thereof, and part
of the computational complexity of the algorithm
is designated to a classical computer that lever-
ages the power of classical optimizers to solve the
problem

argmin C(0) . (2)

0

The optimization task defined in Eq. (2) has been
shown to be NP-hard [64]. Moreover, on top
of the typical difficulties associated with solving
classical non-convex optimization problems, there
are challenges that arise when training the pa-
rameters of a VQA due to the quantum nature of
the problem itself.

As quantum mechanics is intrinsically a prob-
abilistic theory, one has to deal with shot noise
arising from finite sampling when estimating the
cost function (or its gradient). This has led to the
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development of several quantum-aware optimiz-
ers that are frugal in the number of shots [65-67].
Additionally, it has been recently shown that cer-
tain properties of the cost function can induce so-
called barren plateaus, originating due to highly
expressive ansatzes [58,68,69], global cost func-
tions [59], high levels of entanglement [70,71], or
the controllability of U (@) [72]. When a cost func-
tion exhibits a barren plateau, with high prob-
ability the cost function partial derivatives are
exponentially suppressed across the landscape.
This means that an exponentially large number
of shots are needed to navigate the flat land-
scape and determine a cost-minimizing direc-
tion [60,61].

In this work we investigate the effect of noise
and error mitigation techniques in solving the op-
timization task of Eq. (2). For this purpose we
investigate the task of resolving two points on the
cost function landscape, as presented in Fig. 1.
This is a central primitive in the training pro-
cess that is utilized at each optimization step, re-
gardless of whether one is using gradient-based or
gradient-free methods. In gradient-based meth-
ods, a common strategy is to use the parame-
ter shift rule, which constructs partial derivatives
from two cost function values |73, 74]. Gradient-
free methods such as simplex-based methods also
compare two or more cost function values at each
optimization step [75,76]. Thus, this task is a
key step for both gradient-based and gradient-
free optimizers, and it reflects the ability of the
optimizer to find a cost-minimizing direction at
each step of the optimization. As discussed be-
low, under a finite shot budget this task becomes
harder under cost concentration, leading to train-
ability issues.

2.2 Effect of noise on the training landscape

Hardware noise can impact the cost function
landscape in a variety of ways such as changing
the optimal cost function value, shifting the posi-
tion of minima, and demoting a global minimum
to a local minimum. All of the above present
further challenges in the training of VQAs. In
this section we briefly review some of the litera-
ture on the effect of noise on VQAs cost function
landscapes. We summarize some of these effects
in Fig. 2.

2.2.1 Noise resilience

Certain cost functions have been demonstrated
to show optimal parameter resilience under par-
ticular noise models [34]. This is a phenomenon
where the position of the global cost minimum
of the cost landscape is invariant under the ac-
tion of noise. This has important consequences
for trainability. There are many VQAs where
the goal is to obtain optimal parameters, rather
than the optimal cost value, such as when solv-
ing combinatorial optimization problems with the
Quantum Approximate Optimization Algorithm
(QAOA) [24]. If such cost landscapes display op-
timal parameter resilience, this leaves open the
possibility of noisy training even if the cost value
of the global minimum is altered by the noise.
In fact, it has recently been shown that a small
amount of dephasing errors can recover layerwise
training of the QAOA [77]. However, noise can
also severely affect the trainability of the land-
scape in a number of ways, which we summarize
below.

2.2.2 Noise-induced cost concentration and noise-
induced barren plateaus

Here we summarize the phenomenon of noise-
induced cost concentration and noise-induced
barren plateaus (NIBPs), as well as introduce
some notation that we will use throughout the
rest of this manuscript. This was formulated in
Ref. [56] for a general class of VQAs and a class
of Pauli noise that includes as a special case local
depolarizing noise. (See also Refs. [57,78,79] for
other discussions of the impact of noise.) Con-
sider a model of noise acting through a depth L
circuit with n-qubit input state p;;, as

p=Woldo-oNoloN)(pm) (3)

where {Uy}E_, denote unitary channels that de-
scribe collections of gates that act together in a
layer, and N' = ®i; N; is an instance of local
Pauli channels. In general we can consider dif-
ferent Pauli noise channels in each layer and our
theoretical results can be simply extended to such
settings, but we do not consider it here for sim-
plicity of presentation. The action of A; on a lo-
cal Pauli operator o € {X,Y, Z} can be expressed
as

Nj(o) = ¢, (4)
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where we assume —1 < qg?),qg),q(zj) < 1 for
all qubit labels j. Here, we characterize the
noise strength with a single parameter ¢ =
max; o {|qc(,—J) |} < 1. We denote a noisy cost func-

tion as

C =Tr[0p] (5)

where O is some Hermitian measurement oper-
ator (throughout the article we will use a tilde
to denote noisy quantities). In Ref. [56] it was
shown that

0 0] < Dlaw), (6
where D(q,n) € O(¢*") for some positive con-
stant v if L € Q(n). More generally the quantity
on the left-hand side of Eq. (6) vanishes expo-
nentially with increasing circuit depth L for any
fixed n. Thus, in the presence of the class of
noise models considered, the noisy cost function
exponentially concentrates on a fixed value if the
depth scales linearly or superlinearly in the num-
ber of qubits.

The gradients across the cost function land-
scape show similar scaling [56], in that they also
vanish exponentially in the number of qubits
for linear depth circuits, demonstrating a phe-
nomenon known as NIBPs. This implies that the
task of accurately determining gradients or cost
function differences during the training process
requires an exponential number of shots due to
the need to resolve quantities to an exponentially
small precision.

2.2.3 Cost corruption

In general, a noise model that exhibits cost con-
centration and NIBPs would not simply uni-
formly flatten the cost landscape. Instead, we
expect noise to additionally alter the cost land-
scape in many non-trivial ways. We refer to any
additional adverse effects on the landscape as cost
corruption. For example, it was shown in Ref. [80]
that non-unital noise can break the degeneracy of
exponentially-occurring global minima, thus pro-
liferating local minima and impacting trainabil-
ity. In addition, cost functions that do not exhibit
optimal parameter resilience [34] limit the quality
of noisy optimization, as the optimal parameters
of C(0) do not correspond to the optimal param-
eters of C'(0).
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Figure 2: Schematic of different effects due to noise
on cost landscapes. We present a 1-dimensional slice
of a simplified cost landscape corresponding to a sin-
gle parameter 6. a) Depending on the parameterization
strategy, some ansatzes can have degenerate minima.
b) Certain types of local Pauli noise can cause the cost
landscape to exponentially concentrate on a fixed value.
Some can problems display optimal parameter resilience
(OPR), where the location of the optimal parameters
are invariant under action of the certain noise models.
c) Aside from cost concentration, noise can also corrupt
the cost landscape by breaking the degeneracy of opti-
mal parameters, and shifting the location of minima.

2.3 Error Mitigation Techniques

We finish the discussion of our framework with
a summary of the key features of the error mit-
igation techniques that we study in this article.
For a more detailed review, readers can refer to
Refs. [2,81].

Consider the effects of noise on the cost func-
tion in Eq. (1). We suppose the noise can be
characterized by a single (scalar) parameter ¢ and
we denote the corresponding noisy state and cost
function as p(6, ) and C(0,) = Tr[p(6,)O] re-
spectively. The goal of error mitigation is to con-
struct an experimental protocol which obtains a
mitigated cost function estimator C,,(0) that ap-
proximates the noise-free value C'(@). The proto-
col to obtain C,,(0) generally consists of running
circuits that modify the original circuit of inter-
est by inserting additional gates, preparing mul-
tiple copies of a state, changing the measurement
operator, and classical post-processing of the ex-
pectation values of these circuits. These differ-
ent utilizations of resources are summarized in a
schematic in Fig. 3.

Error mitigation protocols often lead to a larger
variance in the statistical outcomes of each exper-

Accepted in { Yuantum 2024-01-03, click title to verify. Published under CC-BY 4.0. 5



iment, and thus more shots are required to esti-
mate the error-mitigated cost value Cp,(0,¢) to
a desired precision compared to the unmitigated
noisy value C(6,¢). This is often quantified by
the error mitigation cost, which is defined below.

Definition 1 (Error mitigation cost). We define
the error mitigation cost as

 VarC(8,¢)
10.€) = Var[C(6,2)] )

where C(0,¢) denotes the noisy cost function
value corresponding to vector of parameters 0 at
noise level €, and C,,(0,e) denotes the corre-
sponding error-mitigated quantity.

In certain settings we encounter in our theoreti-
cal analyses, 7(0, ¢) is independent of 8. In other
cases, we assume that it is parameter indepen-
dent, or we seek parameter-independent bounds.
Thus, from hereon in this manuscript we will gen-
erally drop the parameter dependence of (8, ¢).

We now summarize the error mitigation tech-
niques that we study in this article. We note
that recently, unified error mitigation techniques
have also been proposed that combine two or
more of the protocols that we discuss in this sec-
tion [82-84]. Our results are also applicable to
such strategies, however, we will only review the
root strategies here.

2.3.1 Zero-Noise Extrapolation

The goal of Zero-Noise Extrapolation is to run a
given circuit of interest at m + 1 increasing noise
levels € < a1e < ... < ane, and to use informa-
tion from the resulting expectation values to ob-
tain an estimate of the zero-noise result. Here we
summarize the key features of a protocol using
Richardson extrapolation [10,42], and exponen-
tial extrapolation [43].

Richardson FExtrapolation. Suppose that
C(0;,¢) admits a Taylor expansion in small noise
parameter € as

0(91,5) = C(OZ, 0) + ipk(ei)Ek + O(€m+1) ,

k=1
- (8)
where py, are unknown parameters and C'(6;,0) =
C(0) is the zero-noise cost function. By consid-
ering the equivalent expansion of C (0;,a1¢) and

combining the two equations one obtains

alé(e’h 6) B 6(927 a1€) (9)
al — 1

= C(6;,0) + O(?), (10)

Cn(0;) =

which is a higher-order approximation of C (6;,0)
compared to simply using C (0;,¢). This process
can be repeated iteratively m times to obtain an
estimator which is accurate up to O(e™*1) error.

Ezxponential extrapolation. In some cases the
noisy behavior may not be well-depicted by a
Taylor expansion. As an alternative one can con-
sider an exponential model

5(01, e) =r(6;, 5)—15(01-,6) ( i pk(ei)5k+0(€m+1)),
k=0
(11)

for some r and ¢ which in general can be functions
of . For instance, in Ref. [43] it is chosen that
7(8;,6)7H0¢) = ¢Na= where N, is the number
of gates. In this case, the noise-free cost value is
po(6;). We can also construct an extrapolation
strategy that is tailored towards noisy cost func-
tion values that are dominated by NIBP scaling
as in Eq. (6), where we model the effects of noise
as

C(6ia) = A+ (BO) + > (1 — )
k=1

+0((1-9™),
(12)

where ¢ < 1 is the Pauli noise parameter de-
fined in Eq. (4) which equals zero for maximal
noise. Here, A is the fixed point of the noise
(corresponding to the maximally mixed state)
and A + B(0;) is the noise-free cost value. For
these two strategies we can similarly construct
Con(8;) as linear combinations of {C(6;, a;e)}™,
or {C(0;,q/a;)}1, to achieve O(e™ 1) approxi-
mations of the zero-noise cost value. We detail
these constructions in Section B.1.1 of the Ap-
pendix.

2.3.2  Virtual Distillation

Virtual Distillation, also known as Error Suppres-
sion by Derangement, was proposed concurrently
in Refs. [47] and [46]. In this article we consider
the two error mitigation protocols in Ref. [47] (de-
noted “A” and “B”) to respectively prepare

ciM(e;) = e[ o)/ Tx[pM],  (13)

m
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Figure 3: Schematic of resource use in error mitigation. Noise is indicated by the shaded orange region. (a)
Cost function values are obtained by taking input state p;,, applying parameterized gates which we denote as a
unitary channel 2/(6), and measuring the resulting state U/(6)(p;,,) with observable O. (b) Noise can corrupt the
gates in the circuit, as well as the state preparation and measurement processes. (c) Error mitigation aims to obtain
a good approximation to the noise-free cost C'(6) by employing a number of strategies such as: modifying the gates
implemented U(0) — V() or the input state p;,, — 04y, utilizing multiple copies of the quantum circuit, modifying
the measurement operator O — X, and utilizing clean ancillary qubits at the end of the circuit. Many such circuits
with different hyperparameters can be run, with their expectation values combined in a post-processing step, in order
to construct the final error mitigated cost value C.,(6). Note that here we have only indicated noise occuring in
the initial part of the circuit—this reflects the assumptions of analyses in prior works [46,47]. As we investigate the
limitations of such error mitigation schemes, we keep these assumptions as a “best case” analysis. One feature that
distinguishes the approaches to error mitigation studied here from error correction is that error correction allows
global access to the larger Hilbert space from the start of the circuit, whereas the error mitigation techniques studied
here only allow the possibility for global operations at the end of the circuit.

and to a CPTP map. Despite this fact, if one has
a basis of (noisy) quantum channels {Bg,}q, cor-

responding to experimentally available channels,

Ci(0:) = Te[p O)/AM (14)

where \; is the dominant eigenvalue of p; = p(6;).
The operator pM can be obtained by preparing
M copies of p; in a tensor product state ﬁ?M
and applying a cyclic shift operator. We note
that protocol B presumes access to the dominant
eigenvalue beforehand, which could potentially be
computed via the techniques of Ref. [37].

2.3.3 Probabilistic Error Cancellation

Probabilisitic Error Cancellation utilizes many
modified circuit runs in order to construct a
quasiprobability representation of the noise-free
cost function [42,43]. We assume that the effect
of the noise can be described by a quantum chan-
nel N that occurs after a gate that we denote
with unitary channel /. Here we make the sim-
plifying assumption that this is the only gate in
the circuit, and we treat the general case in Sec-
tion B.1.2 of the Appendix, as well as provide a
more detailed exposition. The goal of this pro-
tocol is to simulate the inverse map N ~'. Note
that, in general, this will not always correspond

one can expand the inverse map in this basis as
Nt = 3 qaBa, for some set of g, € R. By
defining a probability distribution po, = |ga|/Ga
where Gy = Y, |¢al, the noise-free expectation
value can then be written as a quasiprobability
distribution

CL{(p) =Gy Z Sgn(Qa) pa Tt [BaNu(pzn)O] )

(15)

where p;, is the input state, O is the measure-
ment operator, and sgn(q,) denotes the sign of
go. The idea is that if one has access to the set
of CPTP maps {Ba}q in the noisy native hard-
ware gate set, then one can obtain an estimate
of the noise-free cost Gy, as follows: (1) With
probability p, prepare the circuit of interest with
additional gate B, in order to obtain the expec-
tation value Tr [BoNU(pin)O]. (2) Multiply the
result by sgn(qa)Gar. (3) Repeat process many
times and sum results.
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2.3.4 Clifford Data Regression (CDR) and linear
ansatz methods

The main idea of linear ansatz methods is to as-
sume that we can approximately reverse the ef-
fects of noise with an affine map, and thus we
construct a linear ansatz of the form

Cn(0,a) = a1(0)C(0) + a2(0), (16)
where a(0) = (a1(0),a2(0)) is a vector of param-
eters to be determined. In general we expect a
to be highly dependent on 6. In Ref. [45], the
authors use data regression to learn the optimal
parameters a*(0) with training data comprising
of pairs of noise-free and corresponding noisy cost
function values Ty = {(Cj,C;)};, where the cir-
cuits are predominantly constructed from Clifford
gates. The noise-free cost values can be simulated
efficiently on a classical computer whilst the noisy
cost values can be evaluated directly on the quan-
tum computer. This strategy is known as Clifford
Data Regression.

Other methods have been proposed to learn the
optimal parameters a*(0). In Ref. [85] the au-
thors further develop the idea of training-based
error mitigation by considering alternative train-
ing data comprising of fermionic linear optics cir-
cuits. Omne can also model the noise as global
depolarizing noise. Under this assumption, a*(6)
has an exact solution in terms of a single noise pa-
rameter. Subsequently, various techniques can be
used to estimate the noise parameter [86-90|. Fi-
nally, we note that an alternative learning-based
method has been proposed in which Clifford data
is used to learn the optimal quasi-probability dis-
tribution [91]. In this case, our results on proba-
bilistic error cancellation are directly applicable.

2.3.5 Previous results on sampling overhead

It is well known that error mitigation techniques
require a larger shot budget than estimating un-
mitigated expectation values, due to the ampli-
fication of statistical variance. Indeed, this has
been discussed as part of the original proposal of
many error mitigation schemes [42,46,47,91,92].
For probabilistic error cancellation, in Ref. [93]
Xiong et al. investigate the sampling overhead of
probabilistic error cancellation in further detail
for various noise channels. We stress that all of
the aforementioned analysis quantifies the sam-
pling overhead in recovering individual expecta-
tion values to constant precision. We note that,

to the best of our knowledge, prior to our work
the effects of error mitigation in resolving train-
ability issues due to noise have not been studied.

3 Theoretical Results

We present two sets of theoretical results. First,
in Section 3.1 we show that a broad class of error
mitigation techniques cannot undo the exponen-
tial resource requirement that exponential cost
concentration presents. This has implications for
both the trainability of noisy VQAs, as well as
the accurate estimation of noise-free cost function
values in general. Second, in Section 3.2, we work
predominantly in the non-asymptotic regime (in
terms of scaling in n) and investigate to what ex-
tent different error mitigation strategies can im-
prove the resolvability of the noisy cost landscape,
assuming that some cost concentration has oc-
curred. For these purposes we introduce a class
of quantities which quantify the improvement of
the resolvability of the cost function landscape af-
ter error mitigation, which we call the relative re-
solvability (see Defs. 2-4). Using these quantities
we study Zero-Noise Extrapolation (Sec. 3.2.2),
Virtual Distillation (Sec. 3.2.3), Probabilistic Er-
ror Cancellation (Sec. 3.2.4) and linear ansatz
methods which include Clifford Data Regression
(Sec. 3.2.5). In the settings that we consider, we
find that in many cases error mitigation impedes
the optimizer’s ability to find good optimization
steps, and is worse than performing no error mit-
igation.

3.1 Asymptotic scaling results (exponential es-
timator concentration)

In this section we show that full mitigation of
exponential cost concentration is not possible
for a general class of error mitigation strategies.
Specifically, we show that one cannot remove the
exponential scaling that local Pauli noise incurs
without investing exponential resources elsewhere
in the mitigation protocol.

We start by remarking that, as summarized in
Fig. 3, all of the strategies presented in Sec. 2.3
consist of preparing linear combinations of expec-
tation values of the form

Eqpxanr =Tr[X (M @ 10)(0|°%)] . (7)

for some n-qubit quantum state o € S(H) that
in general can be prepared by a different circuit
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to that of the state of interest, for [0)(0] € S(H’)
and for some X € B(H®M @ H'®F). That is, one
can prepare multiple copies of a state, prepare dif-
ferent quantum circuits, and apply general mea-
surement operators. In order to generalize the
setting further, we also allow the possibility to
utilize multiple clean ancillary qubits at the end
of the circuit. By considering linear combinations
of such quantities, we also account for the abil-
ity to post-processing measurement results clas-
sically with a linear map, such as is the case with
Probabilistic Error Cancellation. In the following
theorem we show how quantities of the form (17)
concentrate under local Pauli noise of the form

(3)-

Theorem 1. Consider an error mitigation strat-
egy that, as a step in its protocol, estimates
Eq x. vk as defined in Eq. (17). Suppose that o
is prepared with a depth L, circuit and experi-
ences local Pauli noise according to Eq. (3). Un-
der these conditions, Es x v i exponentially con-
centrates with increasing circuit depth on a state-
independent fized point as

1®M -
Eo x e —Tr | X SMn ® [0)(0] (18)

< G(,’X,M(n), (19)

where 1 € B(H) is the n-qubit identity operator
and

Gox.r(n) = Vin4 ||XHOOMn1/2qC(L”H) . (20)

with noise parameter ¢ € [0,1) and constant ¢ =
1/(2In2) ~ 0.72.

Theorem 1 shows that quantities of the form
(17) exponentially concentrate in the depth of
the circuit. As we summarize in the schematic
in Fig. 3, such quantities generalize expectation
values that are prepared by many different er-
ror mitigation protocols. We provide a proof of
the theorem in Appendix D. We now explicitly
demonstrate how Theorem 1 affects the mitigated
cost values that these protocols output.

Corollary 1 (Exponential estimator concentra-
tion). Consider an error mitigation protocol that
approximates the noise-free cost value C(0) by
estimating the quantity

Cn(0)= >

(0(8),X,M,k)ET

ax Mk EU(O),X,M,/C ) (21)

where each Eq x ar i takes the form (17) and each
ax i € C. We denote Mpaz and amaz as the
mazimum values of M and ax k. Tespectively
accessible from a setT' defined by the given proto-
col. Assuming | X||o € O(poly(n)), there exists
a fized point F independent of 0 such that

‘Cm(e) — F‘ S O(z_ﬁnamaz‘T’Mma.r) ) (22)

for some constant 5 > 1 if the circuit depths sat-
isfy

La(g) S Q(n) R (23)
for all o(0) in the construction (21). That is, if
the depths of the circuits scale linearly or super-
linearly in n then one requires at least exponential
resources to distinguish Cy, from its fized point,
for instance by requiring an exponential number
of shots, or by requiring an exponential number
of state copies Mz -

We note that the assumption | X|. €
O(poly(n)) is satisfied in most settings, and in
particular is satisfied for all error mitigation pro-
tocols discussed in Sec. 2.3. For instance, in the
case of Virtual Distillation, X corresponds to a
cyclic shift operator followed by a Pauli observ-
able, and thus || X € O(1). Corollary 1 im-
plies that under conditions that generate a NIBP,
in order to distinguish any two cost values with
constant probability, one requires resource con-
sumption (in shots or number of state copies)
that scales exponentially in the number of qubits.
Thus, if one views NIBPs as an exponential re-
source (shots) issue, Corollary 1 shows that the
class of error mitigation schemes considered can-
not circumvent this issue. In Appendix D we
present a more detailed statement that explains
how such resources may be consumed.

Whilst the use of clean ancillary qubits as part
of an error mitigation protocol, utilized as in
Equation (17) and Fig. 3, has not been widely
studied, Corollary 1 rules out the possibility that
such resources used at the end of the circuit
would offer advantage in countering the exponen-
tial scaling effects due to cost concentration. In-
deed, upon inspecting (19), the ancilla appear ex-
plicitly in the form of the fixed point. This high-
lights a key difference between many error mitiga-
tion strategies and error correction, as error cor-
rection utilizes resources (such as a larger Hilbert
space) in the middle of the computation, whilst
the error mitigation protocols considered here are
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based on processing states obtained at the end
of a noisy computation. Our result leaves open
the possibility that novel error mitigation proto-
cols that move beyond the framework of (21) and
Fig. 3 can have hope of countering the exponen-
tial scaling of exponential cost concentration and
NIBPs.

3.2 Non-asymptotic protocol-specific results

In this section we present predominantly non-
asymptotic results for Zero-Noise Extrapolation
(Sec. 3.2.2), Virtual Distillation (Sec. 3.2.3),
Probabilistic Error Cancellation (Sec. 3.2.4), and
methods which use a linear ansatz such as Clifford
Data Regression (Sec. 3.2.5). For each protocol,
we investigate the effect of error mitigation on the
resolvability of the cost landscape, for different
classes of noisy states. To this end, we first de-
fine a class of resolvability measures which quan-
tify how many shots it takes to resolve the cost
landscape after applying error mitigation, com-
pared to no mitigation at all. We provide proofs
of these theoretical statements, as well as some
extensions thereof, in Appendix E.

3.2.1 Definitions

Definition 2 (Relative resolvability for two
points). Consider two locations in parameter
space 01, 05 and their corresponding points on
the cost landscape. Denote the number of shots to
resolve these two points from each other to pre-
cision proportional to their cost difference with
and without error mitigation as Ngy and Nyoisy
respectively. We define the relative resolvability
for 81 and 05 at error level € as

Nnoisy(01,27 5)

X(012,¢) = Nun(01.5) (24)
N 1 ACm(ol,g,E) 2
~q(e) ( AC(013,¢) ) (@)

where we have used the shorthand notation for
functional dependence on 61,02 as f(012) =
f(01,02), v is the error mitigation cost as de-
fined in Definition 1, and where we denote

AC(812,¢) = C(01,¢) — C (B9, ¢), (26)
ACm(eL%E) = Cm(91,€) — Cm(92,€) . (27)

Our definition of relative resolvability is cen-
tered around quantifying the sample overhead of

the operational task of distinguishing two states
(points in parameter space) via their correspond-
ing cost values. The relative resolvability com-
pares this task for the noisy setting with the error-
mitigated setting. In order to obtain Eq. (25)
from Eq. (24), we consider the usual formula
for the standard error of the sample mean, that
is, \/Var[C,(0,¢)]/Nga for mitigated cost val-

ues and \/Var[C(B,s)]/Nnoisy for non-mitigated
cost values. Specifically, we suppose that suc-
cessful resolution of the two points corresponds
to achieving a small enough sample mean error
proportional to the difference in exact cost value
corresponding to those two points. Said differ-
ently, we ask an error mitigated optimizer and a
non-mitigated optimizer to resolve a length scale
proportional to the separation between two cost
function values on the mitigated cost landscape
and non-mitigated cost landscape, respectively.
The proportionality constant can be thought of
as being chosen arbitrarily, as in Eq. (24) we con-
sider a ratio of shots (thus whatever proportion-
ality constant is chosen cancels out).

We see that if x(012,6) > 1, then
Nem(012,€) < Npoisy(01,2,€). Thus, error miti-
gation has successfully increased the resolvability
of the cost values corresponding to the cost values
at 81 and 05. Note that this criterion is a neces-
sary but not sufficient condition for error mitiga-
tion to reverse the effects of cost concentration on
the cost landscape. Namely, it does not require
the mitigated landscape to accurately reflect the
noise-free landscape, and it does not account for
other trainability issues such as proliferation of
minima. If X(612,€) < 1 then this implies that
error mitigation has exacerbated the resolvabil-
ity issues associated with cost concentration and
NIBPs, and it has been counterproductive in fix-
ing these trainability issues.

For a general cost function, the relative resolv-
ability of cost function points after mitigation
may vary significantly across the landscape, or
be different for different choices of ansatzes and
noise models. Specifically, we seek a more repre-
sentative length scale to resolve rather than the
cost difference between two arbitrary cost values.
This motivates us to seek averaged measures of
resolvability. We consider two types of averag-
ing: first, an (“operationally-motivated”) average
over cost function points across a given cost land-
scape; second, a (“physically motivated”) average
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over a set of noisy states.

Definition 3 (Average relative resolvabil-
ity across cost landscape). Denote 6, =
argming 5’(9, g) the vector of parameters that cor-
responds to the global noisy cost minimum at
noise parameter €. We then define the averaged

relative resolvability as

1 [(ACK(Bia )]
X = <<Aé<ei,*,e>>i>’ )

where (-); denotes the mean over all parameter
vectors 0; accessible with the given ansatz of con-
sitderation, and where we denote

ACH (04, €) = Cn(0;,6) — Cpy(B4,6),  (29)
AC(0; ., €) = C(0;,6) — C(B.,€). (30)

Definition 3 provides a quantity which eval-
uates the average performance of a given error
mitigation protocol across some given cost land-
scape. Averaging across a given cost landscape
gives a result that is particular to the choice of
ansatz, measurement operator and noise model.
Alternatively, we can view cost concentration as
ultimately physically originating from a concen-
tration of states to the maximally mixed state. In
order to evaluate the performance of error mitiga-
tion in aiding the resolution of states, we consider
a physically-motivated average over the basis of a
noisy state. Specifically, we consider an average
over noisy states that have the same spectrum.
This choice of class of noisy states is also mo-
tivated by the fact that a central mechanism of
cost concentration and NIBPs under unital Pauli
noise is the loss of purity. When we consider
the basis-averaged relative resolvability for Vir-
tual Distillation in Section 3.2.3, it will turn out
to be bounded by a function of the purity for such
states.

Definition 4 (Basis-averaged relative resolvabil-
ity). Consider a normalized spectrum X € Rin
which corresponds to the eigenspectrum of some
noisy state. We define the 2-design-averaged rel-
ative resolvability as

_ 1 {(CulpaUs) = Tr(O]/27)),,
=S (Clone U — 02y, Y

where (-)y, denotes an average over unitaries U;
drawn from a unitary 2-design, px is an arbitrar-
ily chosen reference state with spectrum X, and

error compute Q
mitigation resolvability

compare
averaged
resolvabilities

Px

compute

nois conjugate
Y JUB; resolvability

state basis

Q

1 <

average over U; drawn from 2-design

Figure 4. Schematic for basis-averaged relative re-
solvability. In Definition 4 we consider a broader av-
eraged resolvability measure where the average is taken
over a class of noisy states, rather than a cost land-
scape generated by a particular ansatz. This is con-
structed from the following game: (1) Prepare a refer-
ence noisy state px with spectrum A and conjugate by
unitary U; drawn from a 2-design. (2) Pass the resulting
state through the considered error mitigation protocol,
and evaluate the resolvability from the fixed point of the
noise. (3) Do the same, without error mitigation. (4)
Average over the 2-design and compare the averaged
resolvabilities.

where we denote

Clpa, Us) = Te[UspaUS O], (32)
Cin(pa, Us) = TrM(UipaUNO],  (33)

where M : S(H) — B(H) is a map that describes
the action of the error mitigation protocol.

In Fig. 4 we present a schematic of our basis-
averaged relative resolvability.

In the results that follow we do not constrain
ourselves to investigating specific models of Pauli
noise. Instead, we simply suppose that there ex-
ists a noise model that causes some concentration
of the cost function onto some state-independent
fixed point. Any further assumptions on the ef-
fects of the noise model are explicitly specified in
the statement of the particular result in question.
As a precursor to looking at more generic mod-
els of noisy states, we will also find it useful to
investigate the performance of error mitigation
strategies in the presence of global depolarizing
noise of the form

D~ 1
p=p=L=pptry, (34)

where D is the global depolarizing channel and
p is the depolarizing probability. Our justifi-
cation for studying this noise model is twofold.
First, global depolarizing noise provides a clean
model of cost concentration with no other cost
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corrupting effects of the noise. Therefore, if a
given error mitigation strategy is to mitigate the
effects of cost concentration and NIBPs, we ex-
pect it to be able to perform well on this noise
model. Second, the structure of many error mit-
igation strategies is directly motivated by the
model of global depolarizing noise [45,85-90|. In-
deed, many such strategies have been shown to
achieve good or perfect performance with this
noise model in mitigating noisy cost function val-
ues [45-47,86]. However, we stress that trainabil-
ity may simultaneously get worse, which is what
we will now investigate.

3.2.2 Zero-Noise Extrapolation

In this section we present our results on Zero-
Noise Extrapolation. Throughout this section, in
order to estimate the sample cost of error miti-
gation we will make the simplifying assumption
that

Var[C(0, ag)] > Var[C(0,¢)], (35)

for all @ and a > 1 that is, the statistical fluctu-
ations in measurement outcomes at the boosted
noise level are no smaller than that at the base
noise level. We note that similar assumptions are
made in the literature for Zero-Noise Extrapola-
tion and Quasi-Probability Methods [43,81]. In
Appendix E.1 we provide intuition as to why we
expect this assumption to be true for large a for
noise models whose fixed point is the maximally
mixed state.

First, we consider the simple model of global
depolarizing noise.

Proposition 1 (Relative resolvability of Ze-
ro-Noise Extrapolation with global depolarizing
noise, 2 noise levels). Consider a circuit with L
instances of global depolarizing noise of the form
Eq. (34). Consider a Richardson extrapolation
strategy based on Eq. (8), an exponential extrap-
olation strategy based on Fq. (11) and a NIBP
extrapolation strategy based on Eq. (12). We pre-
sume access to an augmented noisy circuit where
the error probability is exactly increased by factor
a1 >1 as p — a1p. Then, we have

2 +1

Xdepol < 5 (36)

where Xgepor 5 the relative resolvability (see Defi-

nition 2) for global depolarizing noise, and where

aq for Richardson extrapolation,
apr(e)t©
r(alg)t<a15)

—(L+1
al( +1)

c= for exponential extrapolation,

for NIBP extrapolation.

(37)
Thus, Xaepot < 1 for all of the above extrapolation
strategies with access to 2 noise levels.

We see that for all the above techniques, Zero-
Noise Extrapolation with access to 2 noise lev-
els decreases the resolvability of the cost function
under global depolarizing noise. Further, if one
attempts to directly reverse the exponential scal-
ing of NIBPs that global depolarizing noise in-
curs, one obtains an exponentially worse relative
resolvability. We now consider how resolvability
behaves under Zero-Noise Extrapolation on av-
erage across the cost landscape, given a generic
noise model.

Proposition 2 (Average relative resolvability of
Zero-Noise Extrapolation, 2 noise levels). Con-
sider a Richardson extrapolation strategy based
on Eq. (8), an exponential extrapolation strategy
based on Eq. (11) and a NIBP extrapolation strat-
egy based on Eq. (12). We presume perfect access
to an augmented noisy circuit where the noise
rate is increased by factor ap > 1. We denote
0. as the parameter corresponding to the global

cost minimum at base noise parameter e. Further
<AC£9i,e*ya15)>i
(AC(0i,ex2))

has an average relative resolvability

denote = z. Any such noise model

(z—¢)?

X <
Xs c2+1

; (38)
where c is defined in Eq. (37). Thus, under the
assumption that z <1 and (AC(0;cx, a1€)); > 0,
X <1 for all of the above extrapolation strategies
with access to 2 noise levels.

Proposition 2 shows that under mild assump-
tions of the effect of the noise on the cost land-
scape, Zero-Noise Extrapolation with access to
2 noise levels impairs the resolvability of the
cost landscape. These assumptions have phys-
ical meaning: z < 1 implies that on average
the cost concentrates when the noise parameter
is boosted, whilst (Aé’(@i,g*,ala» > 0 implies
that the landscape is not heavily corrupted after
boosting the noise parameter so that the global
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minimum at the base noise level remains below
the average cost value. We also see that in the
presence of exponential cost concentration and
NIBPs, the relative resolvability is exponentially
small if one attempts to directly reverse the ex-
ponential scaling of NIBPs.

In the Appendix, we study a modification of
the averaged resolvability in Definition 4 and find
that this is bounded by a function of the purity
of the noisy states, such that the resolvability de-
creases if purity decreases with increasing noise
level. This result, along with the proofs of the
above propositions, can be found in Appendix
E.1. Finally, we remark that in the above results
we consider a scenario where the Richardson, ex-
ponential or NIBP extrapolation strategies utilize
expectation values from only two noise levels. In
Appendix E.1.3 we show that similar results may
be obtained for Richardson extrapolation with ac-
cess to 3 distinct noise levels.

3.2.3 Virtual Distillation

Here we present our results on Virtual Distilla-
tion. Similar to our results for Zero-Noise Ex-
trapolation, throughout this section we make the
assumption that the statistical uncertainty of the
measurement outcomes of the circuit that pre-
pares Tr[p} O] are no smaller than that of Tr[5;0]
for any choice of parameters 8;. In Appendix E.2
we provide some intuition for this assumption.
In the following proposition we start again with
the simple model of global depolarizing noise.

Proposition 3 (Relative resolvability of Vir-
tual Distillation with global depolarizing noise).
Consider global depolarizing noise of the form in
Eq. (34) acting on some n-qubit pure state p with
error probability p. We consider the two error
mitigation protocols of Ref. [47] (denoted "A" and
"B") to respectively prepare (13) and (14), using
M copies of a quantum state. The relative resolv-
abilities to resolve any two arbitrary cost function
points satisfy

(A)

B
Xdepol < Xgiep)ol = F(n7 M7 p) ’ (39)

foralln>1, M > 2, p € [0,1], and where

is a monotonically decreasing function in M
(with asymptotically exponential decay) for n >

1, M > 2. Within this region the bound is satu-
rated as T'(1,2,p) = 1 for all p.

Proposition 3 shows that Virtual Distillation
decreases the resolvability of cost landscapes suf-
fering from global depolarizing noise. Moreover,
as the number of state copies M increases, the
effect worsens. We find similar results in the fol-
lowing proposition when considering averaged re-
solvabilities over a class of noisy states.

Proposition 4 (Average relative resolvability of
Virtual Distillation). Consider an error mitiga-
tion protocol that prepares estimator Cp,(6;) =
Tr[pM O]/ Tr[pM] from some noisy parameterized
quantum state p; = p(0;). Consider the average
relative resolvability X for noisy states of some
spectrum X with purity P as defined in Definition
3. We have

iASG(n>M7P) < 17 (41)

where G(n, M, P) is a monotonically decreasing
function in M (with asymptotically exponential
decay) for allm > 1, M > 2. Within this region
the bound is saturated as G(1,2,P) = 1 for all
P, and as G(n,M,1) =1 for alln > 1,M > 2.

We present the explicit forms of I'(n, M, p) and
G(n, M, P) as well as a proof of the above propo-
sitions in Appendix E.2. In Appendix E.2.3 we
also show that outside of the highly mixed regime,
the bound in Proposition 4 decreases with de-
creasing noisy state purity. This indicates that
within such settings, the greater the loss of purity
due to noise, the worse the impact on resolvability
is after error mitigation with Virtual Distillation.

3.2.4 Probabilistic Error Cancellation

Here we present our results for Probabilistic Error
Cancellation. We utilize the optimal quasiprob-
ability decompositions studied in Ref. [94], and
the proofs can be found in Section E.3 of the Ap-
pendix.

Proposition 5 (Relative resolvability of Proba-
bilistic Error Cancellation under global depolar-
izing noise). Consider a quasi-probability method
that corrects global depolarizing noise of the form
(34).  For any pair of states corresponding to
points on the cost function landscape, the opti-
mal quasiprobability scheme gives

2271

Xdepol = m >1, (42)
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for alln > 1,p € [0,1], which is achieved with
access to noisy Pauli gates.

Proposition 5 shows that for the special case
of global depolarizing noise, Probabilistic Error
Cancellation actually improves the resolvability
of the noisy cost landscape.
provement is generally small and is decreasing
quickly with the number of qubits n.
stance, for n =1, Xgepor has maximum value 4/3
(achieved in the limit of maximum depolarization
probability). For n = 2, Xgepor has maximum
value ~ 1.07. In the limit of large n, Xgepor tends
to 1.

We extend this study to local depolarizing
noise in Appendix E.3. We find that for a single
instance of local depolarizing noise, Probabilistic
Error Correction can either improve resolvability
or worsen it, depending on the strength of con-
centration of the cost. In addition, we show in
the following proposition that if one wishes to
mitigate all the noisy gates in the circuit and
one has NIBP scaling, the improvement due to
Probabilistic Error Cancellation degrades expo-
nentially, and ultimately for large problem sizes
this impairs resolvability.

However, this im-

For in-

Proposition 6 (Scaling of Probabilistic Error
Cancellation with local depolarizing noise). Con-
sider local depolarizing noise with depolarizing
probability p acting in L layers through a depth
L circuit as in Eq. (3). Suppose that the effect of
this noise is to cause cost concentration

(AC(0;,.))i = Ag"(AC(:x))i,  (43)

for some constant A and noise parameter q €
[0,1). The optimal quasiprobability method to
mitigate the depolarizing noise in the circuit

yields )
X = ez (@)™ (14)

where Q(p) =1 — % €[0,1) forp € (0,1].

We note that it is known that noisy cost differ-
ences under local depolarizing noise are known
to be at best as large as (AC(6;,)); o (1 —
p)L(AC(0;))i [56]. Thus, Eq. (43) gives the
best possible scaling of noisy cost differences al-
lowed by (6). Proposition 6 shows that if this ex-
ponential scaling is no worse than Eq. (43), then
under local depolarizing noise the relative resolv-
ability has unfavourable scaling with respect to
system size, for any depth circuit.

3.2.5 Linear ansatz methods

In Proposition 7 we consider a scenario where the
same linear ansatz (16) is applied to two points on
the noisy cost landscape. For Clifford Data Re-
gression this is a reasonable assumption in sce-
narios where one is comparing two points that
are close in parameter space, for instance, when
a simplex-based optimizer is exploring a small lo-
cal region. However, we remark this is not always
true in general settings.

Proposition 7 (Linear ansatz methods). Con-
sider any error mitigation strateqy that mitigates
noisy cost function value 6’(0) by constructing
an estimator Cp,(0) of the form (16). For any
two noisy cost function points to which the same
ansatz is applied, we have

X=1, (45)
for any noise process.

Corollary 2 (Linear ansatz methods under
global depolarizing noise). Under global depolar-
izing noise, the optimal linear ansatz gives X = 1
for any pair of cost function points.

Corollary 2 comes simply by noting that the
optimal choice of linear ansatz under global de-
polarizing noise corrects the noise exactly and is
state independent [45]. The above results imply
that in some settings CDR has a neutral effect on
the resolvability of the cost function landscape.
This opens up the possibility that in practical
settings CDR can improve the trainability of cost
landscapes, if it can remedy other cost corrupt-
ing effects due to noise outside of cost concen-
tration. This motivates our numerical studies of
CDR, which we present in the following section.

4  Numerical Results

As discussed in Sec. 3.2, in many settings, current
state-of-the-art error mitigation methods do not
mitigate the effects of cost concentration. Never-
theless, as discussed in Sec. 2.2.3, trainability of
VQAs is also affected by other cost-corrupting ef-
fects. We expect that error mitigation can reverse
some of the effects due to cost corruption that
affect the trainability of VQAs when the effects
of cost concentration are not too severe. In this
section, we numerically investigate the effects of
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Figure 5: Comparing CDR-mitigated and noisy op-
timization for 5-qubit Max-Cut QAOA. We plot the
approximation ratio of solutions for noisy (red circles)
and CDR-mitigated (blue diamonds) optimization of
Max-Cut QAOA for 5 qubits. Different panels show re-
sults for different numbers of QAOA rounds p plotted
versus total number of shots Ny spent on the opti-
mization of a MaxCut problem. Here, we compute the
approximation ratios using exact Hyraxcut €nergies to
benchmark quality of the noisy and CDR-mitigated op-
timization. The approximation ratio is defined as the ra-
tio of a given solution’s energy to the true ground state
energy. A higher approximation ratio indicates better
solution quality. For each p we average the approxima-
tion ratio over 36 MaxCut graphs chosen randomly from
Erdoés-Rényi ensemble. The error bars show a standard
deviation of the mean computed as a standard devia-
tion of the ratio for a graph sample divided by a square
root of the number of graphs. For all p and Nyt values
we see an advantage of the CDR-mitigated optimization
over noisy optimization.

error mitigation on trainability in such a setting
to provide possible evidence towards beneficial ef-
fects of error mitigation. To this end, we focus on
CDR as in some settings it does not worsen the ef-
fects of cost concentration, as shown in Sec. 3.2.5.
While we use this result as a guiding heuristic for
the choice of the error mitigation method, we note
that a direct comparison of the performance of
various methods would be necessary to establish
the optimal method for a particular optimization
task.

We perform our numerical experiments by sim-
ulating the Quantum Approximate Optimization
Algorithm (QAOA) [24] for 5-qubit and 8-qubit
MaxCut problems. For n = 5 we use a realistic
noise model of an IBM quantum computer [95],
which has been obtained by gate set tomography
of IBM’s Ourense quantum device. In the case of
n = 8 we modify the noise model taking a convex
combination of the IBM’s Ourense and noiseless
process matrices to reduce the noise strength by
a factor of 5 with respect to the real device. This
noise reduction was necessary to ensure trainabil-
ity of the ansatz as for our problem larger n im-
plies more layers of native gates in the optimized
circuits and consequently larger cost concentra-
tion. Furthermore, we assume here linear con-
nectivity of the simulated quantum computer.

A MaxCut problem is defined for a graph G =
(V, E) of nodes V and edges E. The problem is
to find a bipartition of the nodes into two sets
which maximizes the number of edges connecting
the sets. This problem can be reformulated as
finding the ground state of a Hamiltonian

Hascw = —5 Y (1= 4.7)),  (46)
ijER

where Z;, Z; are Pauli Z matrices. Here we con-
sider graphs with n = 5 (n = 8) vertices, and
with 36 (30) randomly generated instances, re-
spectively. The instances are obtained according
to the Erdos-Rényi model [96], where for each
pair of vertices in the graph there is a connecting
edge with probability 0.5.

To approximate the ground state of Hypaxcut
we simulate the QAOA for number of rounds
ranging from p = 1 to 8. The QAOA ansatz
applied to the input state is given as

H eiﬁjHIMei'YjHMaxCut(|+>)®n’ (47)
Jj=p,p—1...,1

where Hy = 32; Xj, X are Pauli X matrices, we
denote |[+) = (|0)+[1))/v2, and B;, v; are varia-
tional parameters. We minimize the cost function
(HMaxcut) using the Nelder-Mead algorithm [75]
and choose the initial values of (;,7; randomly.
We perform the optimization with shot budgets
ranging from Nio; = 107 to 1.5 x 10® for n = 5
and from Nyt = 107 to 7 x 107 for n = 8. We
define Nyt as total number of shots spent on the
optimization. We detail the optimization proce-
dure in Appendix F. In our numerics, the val-
ues of Niot are chosen to enable an optimization
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runtime which is feasible with current quantum
computers.” To quantify the quality of the noisy
or CDR-mitigated optimization we compute ap-
proximation ratios of the solutions using the ex-
act expectation value of (Hyaxcut). The approxi-
mation ratio is defined here as the ratio of a given
solution’s energy to the true ground state energy.

We gather our numerical results for CDR at
n = 5 in Fig. 5. In the figure we plot the ap-
proximation ratio averaged over 36 randomly cho-
sen graphs versus Niot. We compare the qual-
ity of the solutions of noisy (unmitigated) and
CDR-mitigated optimization and find that CDR-
mitigated optimization outperforms noisy opti-
mization for all considered p and Nio values.
We observe that the solutions for p = 2 outper-
form those for p = 1 for both CDR-mitigated
and noisy optimization. The quality of p > 2
solutions decline with increasing p for noisy op-
timization, while it remains approximately the
same for p = 2 to 6 for CDR-mitigated optimiza-
tion. With CDR-mitigated optimization we see
a decrease in quality of solution for the largest
considered p = 8.

In Fig. 6 we gather CDR results for 30 instances
of Erdés-Renyi graphs at n = 8 and p =1 — 4
plotting again the approximation ratio averaged
over instances versus Nio. Similar to the case of
n = b we typically see an advantage of the CDR
mitigated optimization over noisy optimization,
although the improvement in approximation ra-
tio is smaller than observed for n = 5. This result
underscores the need for more detailed investiga-
tion of the properties of an optimization problem
which make it favorable for error-mitigated op-
We leave such an investigation for
future work. For the deepest p = 3,4 ansatze we
see that performance of both the noisy and CDR-
mitigated optimization is degraded in comparison
to the shallower p = 2 case.

timization.

The numerical results presented here are ob-
tained for circuits shallow enough to be train-

!To approximately estimate the time required to run
the optimization we assume a delay time of 250 us in be-
tween shots which is a default setting of current IBM quan-
tum computers [97]. Furthermore, we assume that the
circuit compilation and execution time is negligible. This
assumption is justified for sufficiently shallow circuits and
sufficiently large numbers of shots per circuit [97]. Un-
der such assumptions for shot budgets used in our 5-qubit
MaxCut QAOA numerics we obtain times ranging from 1
to 14 hours for n = 5 and 14 to 140 hours for n = 8.

able while using the CDR-mitigated cost func-
tion. Therefore they are outside of the NIBP
scaling regime. As discussed in Section 2.2, even
outside the NIBP regime noise may adversely im-
pact trainability by corrupting the cost function
landscape, which error mitigation has a chance
to remedy. Our results give hope that CDR-
mitigated optimization may overall offer a train-
ability advantage for problems with such cost
function landscape corruption.

As discussed in Section 3.2 optimizing an error
mitigated cost function is not guaranteed to out-
perform its noisy optimization even outside the
NIBP regime. Indeed, in Appendix F.2 we find
that for the p = 2,4 MaxCut graphs and mod-
erate Niot used here, VD-mitigated optimization
does not outperform noisy optimization. In Ap-
pendix F.3 we reach a similar conclusion for op-
timization mitigated with Zero-Noise Extrapola-
tion when increasing noise strength digitally by
widely-used CNOT identity insertions [98].

We note that this conclusion may be problem-
dependent. In particular, for a sufficiently large
Niot, an idealized error mitigation method that
perfectly corrects the expectation values in the
limit of an infinite shot number should improve
optimization quality as the cost corruption effects
will become dominant. For a realistic case, er-
ror mitigation has a bias that may depend on
a problem choice, noise, and even error mitiga-
tion method’s implementation details. For exam-
ple, it has been found that Zero-Noise Extrapo-
lation’s bias depends on the method of increasing
the noise strength [99]. Therefore, we expect all
those factors to be relevant when the shot num-
ber is large enough that the cost corruption lim-
its VQA’s performance. Consequently, caution is
necessary when judging the power of a particular
error mitigation approach compared to others in
removing the optimization landscape corruption
based on a few test cases.

5 Discussion

Noise can exponentially degrade the trainability
of linear (or superlinear) depth Variational Quan-
tum Algorithms (VQAs) by flattening the cost
landscape, thus requiring an exponential preci-
sion in system size (and therefore exponential
shot budget) to resolve its features [56,57|. This
limits the scope for achieving possible quantum
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Figure 6: Comparing CDR-mitigated and noisy op-
timization for 8-qubit Max-Cut QAOA. Similar to
Fig. 5, here we plot the approximation ratio of solutions
for noisy and CDR-mitigated optimization averaged over
30 randomly chosen graphs from Erdos-Rényi ensemble.
The error bars are computed as in Fig. 5.

advantage with VQAs. At present there are no
known strategies to avoid this exponential scaling
completely aside from pursuing algorithms with
sublinear circuit depth, and current strategies to
mitigate this effect consist only of reducing hard-
ware noise rates. Thus, it is a pressing challenge
to search for possible solutions to this problem.
Error mitigation strategies emerge as a natural
candidate to tackle this problem under near-term
constraints.

In this work we investigate the effects of error
mitigation on the trainability of noisy cost func-
tion landscapes in two regimes. We note that de-
spite the fact it is known that error mitigation in-
creases shot budgets, it has been a priori unclear
whether error mitigation strategies in general can
have a positive or negative contribution towards
this problem, as it relies on a careful balance of
how effectively errors are mitigated, compared
to how quickly statistical uncertainty is ampli-
fied. First, we work in the asymptotic regime
(in terms of scaling with system size) and find
that if a VQA is suffering from exponential cost
concentration, requiring an exponential number
of shots to accurately resolve cost values, then
a broad class of error mitigation strategies (in-
cluding as special cases Zero-Noise Extrapolation,
Virtual Distillation, Probabilistic Error Cancel-
lation, Clifford Data Regression) cannot remove

this exponential scaling. Within the considered
paradigm, this exponential scaling implies that at
least an exponential number of resources needs to
be spent in order to extract accurate information
from the cost landscape in order to find a cost-
minimizing optimization direction. In Corollary
1 we identify circuit samples (or shots) as well as
number of copies of a quantum state as two such
resources.

Second, we move out of the asymptotic regime
and investigate whether or not particular error
mitigation protocols can improve the resolvability
of noisy cost landscapes. Should such a landscape
be burdened with exponential cost concentration,
this would correspond to an improvement in the
coefficient in the exponential scaling. Our results
indicate that some error mitigation protocols can
worsen the resolvability, and ultimately the train-
ability, of cost landscapes in certain settings. In
particular, in Propositions 3 and 4 we show ana-
lytically that Virtual Distillation impairs resolv-
ability with worsening resolvability as the num-
ber of state copies increases. We obtain similar
results for Zero-Noise Extrapolation in Propo-
sitions 1 and 2 under some assumptions of the
cost landscape. Numerical analysis of a particu-
lar MaxCut problem for a moderate shot number
indicates that trainability is impaired for Virtual
Distillation and for some Zero-Noise Extrapola-
tion strategies.

For the considered problem, Clifford Data Re-
gression (CDR) distinguishes itself from the other
error mitigation techniques considered in this ar-
ticle, as in contrast to the other protocols it does
not necessarily increase the statistical uncertainty
of cost values more than it reverses their con-
centration (Probabilistic Error Cancellation also
improves the resolvability under a global depo-
larizing noise assumption, but the scaling quickly
deteriorates under a local depolarizing noise as-
sumption). This is reflected in the fact that as it
only uses a linear ansatz, CDR has neutral im-
pact on resolvability (Proposition 7). However,
it is also known that CDR can remedy the ef-
fects of more complex noise models. This suggests
that CDR could resolve trainability issues arising
due to corruptions of the cost function outside
of cost concentration, whilst having a neutral ef-
fect on cost concentration itself, and thus overall
improve trainability. In the numerical example
studied, presented in Fig. 5, we observe this to
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be the case. This points to deeper future work
studying the mechanisms that allow error miti-
gation to improve the trainability of noisy cost
landscapes. Such work should consider a wide
range of problems and state-of-the-art hardware
implementations as the bias of error mitigation
methods (which may limit reversing cost func-
tion corruption) has been shown to depend on
the problem choice and details of the methods’
implementation. [99,100]. We note that here we
have also disregarded the burden of training data
for CDR, which is an important consideration.

Finally, we identify that the broad class of error
mitigation protocols we study in our asymptotic
analysis all only consist of post-processing expec-
tation values of noisy circuits, as summarized in
Fig. 3. This gives intuition as to why they cannot
escape the exponential scaling of noise-induced
barren plateaus (NIBPs). However, the theory of
error correction indicates that with sufficient re-
sources NIBPs can indeed be avoided. This gives
hope that there can exist novel error mitigation
strategies that move beyond the framework of the
protocols considered in this article and thereby
avoid the exponential impairment to trainability
that NIBPs present.

6 Code avaialability

Further implementation details are available from
the authors upon request.
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Note added.  Concurrently, a related work,
Ref. [101] appeared in the literature. They es-
tablish a similar result to Theorem 1, bounding
the sample overhead to mitigate local depolariz-
ing noise in an L-layered circuit. More broadly,
the authors establish fundamental bounds on the
sampling overhead of error mitigation schemes.
In contrast, the rest of our results focuses on the
ability of error mitigation to aid optimization of
variational quantum algorithms, which depends
on a trade-off between sample overheads and mit-
igation ability.
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A Road map of appendices

In Appendix B we present some notation and definitions that we need in order to prove our main
results, as well as provide further details on the error mitigation protocols studied in this article. In
Appendix C we derive some useful lemmas that are required for our proofs. In Appendix D we present
the proof for our asymptotic results on the exponential concentration of estimators. In Appendix E
we present our protocol-specific results on the change in resolvability of the cost landscape under error
mitigation. Finally, in Appendix F we discuss details of our numerical implementations for Clifford
Data Regression, Virtual Distillation, and Zero-Noise Extrapolation.

B Preliminaries

B.1 Further details on error mitigation techniques

In this section we expand on our discussion in Section 2.3 and provide further details on the Zero-Noise
Extrapolation and Probabilistic Error Cancellation protocols.

B.1.1 Zero-Noise Extrapolation (ZNE)

For convenience in this section we recall the key points of Zero-Noise Extrapolation as summarized
in Section (3.2.2). We also detail the explicit forms of the estimators that can be constructed for
exponential extrapolation and an extrapolation strategy tailored towards NIBP effects, which will be
required in order to prove our results.
Richardson Extrapolation. We suppose that C~’(0i,e) admits a Taylor expansion in small noise pa-
rameter € as
- - m
C(6i,2) = C(0;,0) + > pr(8;)" + O™, (48)
k=1

where p; are unknown parameters and C (0;,0) is the zero-noise cost function. By considering the
equivalent expansion of C'(0;,a;¢) and combining the two equations we can obtain

C(6i,) — C(6;, ~
c@(g;) = 1l "‘2 ?( UE) _ F(6;,0) + O, (49)
—

which is a higher-order approximation of C (0;,0) compared to simply using C (0;,¢). This process can
be repeated iteratively m times to obtain an estimator which is accurate up to O(¢™*!) error. It can
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be shown that the general form for the estimator that uses k noise levels can be written as
k
Z C (6, a5¢) (50)

where the coefficients 3; satisfy the linear system of equations Z?:o Bj =1 and Zf:o Bial = 0 for all
t € {1,...,k} [102]. For 3 noise levels, (50) explicitly gives

. a1a2(a2 — al)é(O,;, 6) — ag(ag — 1)6’(01,&16) + al(al — 1)6’(01,&26)
(a1 = 1)(az — 1)(az — a1)

=C(0;,0) +O(?).

(51)
Ezxponential extrapolation. We can also consider an exponential model

C(Bi,) = r(B;,6) ) (Zpk )e* +O(e m“)) , (52)
k=0

for some r and ¢, which in general can be functions of €. Following in similar steps to Richardson

extrapolation we can consider the same expansion at an augmented noise level a;e. This enables us to

construct the estimator

Cun(0)) = ——(arr(6:,2)" (8, )

a1—1

= 1(8:,012) @9 C(8;,019)) , (53)

which approximates C (6;,0) to a higher order in € compared to C (0;,¢).

NIBP extrapolation. We can construct an alternative Zero-Noise Extrapolation strategy that is
tailored towards noisy cost function values that are dominated by NIBP scaling as in Eq. (6). We
model the effects of noise as

é(ei,q>=A+qL<B 4> m-gf o (- >m+1)>, (54)

k=1

for all noisy cost function points 6’(0i,q), where A = é(Gi,q = 0) is the fixed point of the noise
(corresponding to the maximally mixed state) and A + B(6;) is the noise-free cost value. (Note that
for NIBPs we cannot consider lower-order polynomials of ¢, as else the NIBP condition would be broken
for small q.) We construct estimators for any given parameter 6;, as

a"'q~"(C(6:,q/a) = C(6:,q=0)) — ¢~"(C(6:,9) — C(6:,4 = 0))

Cn(0;) = P + K, (55)

where K = A — >, pr is an additive constant. As we are only interested in cost function differences
for our results, this will cancel out.

B.1.2 Probabilistic Error Cancellation

General idea. Probabilisitic Error Cancellation utilizes many modified circuit runs in order to construct
a quasiprobability representation of the noise-free cost function [42,43]. We assume that the effect of
the noise can be described by a quantum channel A/ that occurs after a gate that we denote with
unitary channel ¢/. For now we assume this is the only instance of noise in the circuit, however, we will
later generalize to many instances of noise. The goal of Probabilistic Error Cancellation is to simulate
the inverse map N ~!'. Note in general this will not always correspond to a CPTP map. Despite
this, if we have a basis of (noisy) quantum channels {B, },, corresponding to experimentally available
channels, we can expand the inverse map in this basis as

=" qaBa, (56)
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for some set of g, € R. Then, the channel that describes the noiseless gate can be written as

U=N"ToNolU (57)
:ZQaKom (58)

where we have defined K, = B, o N olU. Denote the input state to the gate as p;;, and a measurement
operator as O. The expectation value can be written

Cu(py = Tt [U(pin)0] =3 4aCio(p) - (59)

where for simplicity we first assume that U is the only gate in the circuit, and 6Ka (») = Tr [Ka(p)O].
Finally, we can explicitly define a probability distribution p, = |¢a|/Gar Where Gar = 3, |gal|. This
gives us an alternative way to write (58) and (59) as

U=Gxy Z sg1(qa) Pa Ka (60)

CM(p) = GN Z Sgn(QOz)pOé élca(p) ) (61)

where sgn(g,) denotes the sign of g,. We call this the quasiprobability representation of the gate U.
The idea is that if we have access to the set of CPTP maps {B, }, in our noisy native hardware gate set,
then we can obtain an estimate of the noiseless expectation value Cy(, as follows: (1) With probability
Pa, Prepare the circuit corresponding to K (p) and obtain 6’Ca( p)- (2) Multiply the measurement result
by sgn(ga)Gar- (3) Repeat process many times and sum results.

Correcting many gates. So far we have only considered a circuit with a single gate &. We can
generalize (60) to a general circuit ij\/g Uy, with N, gates with the quasiprobability representation

[Tt =G> sen(a)piks | (62)
k i

where G = [, Gk, @ = (i1, -riny)s @ = [lp@in, i = [gpi, Ki = 1 Ki,. Thus, a similar
procedure can be carried out in order to mitigate the noise on each individual gate in the circuit.

C Useful Lemmas

C.1 Noise Induced Cost Concentration

Lemma 1. Consider a parameterized noisy cost function C(8) = Tr [p(0)O], where p(8) is an n-qubit
notsy state given by Eq. (3) and 6 € © is drawn from some set of accessible parameters ©. Suppose
the cost is suffering from exponential cost concentration according to Ref. [56], that is

~ Tr[O]

ao) - o :

on

; (63)
1

Pin —

< B

for all 8 € O, where p;y, is the input state in Eq. (3), 0 < g < 1 is some noise parameter, B(n) €
poly(n), L is the number of layers of gates, and || - |1 denotes the Schatten 1-norm (trace norm).
Then, 3A(n) € poly(n) such that

C(61,q) - C(6:,9)] < A(m)g", (64)

for any two sets of parameters 61,02 € ©.
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Proof. Starting from Eq. (63) can simply write
C(61,) — C(6,9)| < 4B(n)g", (65)

for any two sets of parameters 01,05, where we have used the triangle inequality in 1D and the fact
that the trace distance has a maximum value of 1. O

For the next lemma we will consider the n-qubit channel
W=U,oNo---oNolyoNoloN, (66)

where {Uk}£:1 denote unitary channels that describe collections of gates that act together in a layer,
and N = @;_; N; is an instance of local Pauli channels, such that action of Nj on a local Pauli
operator o € {X,Y, Z} can be expressed as

Nj(o) =¢Ya, (67)
where we assume —1 < qg), qgf), q(Zj) < 1 for all qubit labels j. We characterize the noise strength with

a single parameter ¢ = max; {]qgj)‘} < 1.

Lemma 2. Consider W as defined in Eq. (66) acting on some input state pi,. Then we have

1
W) = 55| < autv2vams, (63)

2n

1

where ¢ = 1/(21In2) is a constant.

Proof. We have

< \/2 1n2D(W(pm)H2in) (69)

1
HW(Pm) T on

1
< \/2 In 2 g2<k D (pm ‘27) (70)
< ¢*n'/?/2m2, (71)

where D(-||-) denotes the relative entropy. The first inequality is Pinsker’s [103], and the second
inequality comes from a direct application of Supplementary Lemma 6 in Ref. [56] (adapted from
Corollary 5.6 of Ref. [104]). O

C.2  Averages over unitary 2-designs

Lemma 3. Consider the cost function value Cy(U) = Tr[UcU'O] where U is a d x d unitary matriz
and o € S(H) is some quantum state. Consider expectation values over U; € Y where Y C U(d) is a
unitary 2-design and U(d) is the unitary group of degree d. Denote such expectation values as (-)y.
Then, we have

(Colr = 3TH(0], (72)
r[O? r[po] — 1) — Tr[O)? (Tr[po] —
ooy = Tl - TOP (el =) .
for any two operators o, p € B(H) which satisfy Tr[p] = Tr[o] = 1, dim(H) = d. This implies
var(cy - (B0 = aTIOF) (Tl =) -

a2 —1
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Proof. We use the following standard expressions for integration with respect to the Haar measure

over the unitary group of degree d:

0; p0i k
dp(W)w; jws, = —2-25
Z,{(d) ILL( ) 5J p,k d
1
/u o O 00 03 gy = g (Gi 1y 5 iy + 0415010
1
S d(d?-1) (5i17i152271’2531 330701+ i iy 0

i2,i1 951,55 952,51

11,95 Yi2,1] 1,1

(75)

(76)

o) -

where w; ; are the matrix elements of the unitary W € U(d). Then, the expectation values over

2-designs can be evaluated as

(Coly = 3TH(O],

and

<CpCU>U

2
t 1Tr[pa]Tr[O ]
1 1

— ————Tr[po]Tr[0)* - m

(2 —1) {07,

where we have used Tr[p] = Tr[o] = 1. The final statement comes by noting that

Var[Co] = (C3)u — (Co)ty
_ Tr[O%] (dTr[o?] — 1) — Tx[O]* (Tx[o®] —=d) 1
d(d? — 1) d?
Tr[0%] (dTr[o?] — 1)  Tr[O)?* (dTr[o?] — 1)

d(d® — 1) (@ —-1)

which can be factorized to give the desired result.

D Exponential estimator concentration
We present a proof of Theorem 1, and restate the result here for convenience.

Theorem 1. Consider an error mitigation protocol that prepares the quantity

Es xmp ="Tr [X (U®M ® ]O><0|®k” ,

for some quantum state o € S(H), for [0)(0] € S(H') and for some X € B(H®M @ H'®F).
suppose o is prepared with a depth L, circuit and experiences noise according to Eq. (3).

(77)

(78)

(82)

We

Under these

conditions, E, x ar ) exponentially concentrates on a state-independent fized point in the depth of the

circuit as

’EU,X,M,,C T lX (;iM ® \o><0|®k>1 < Goxar(n), (s3)
where 1 € S(H) is the n-qubit identity operator and
Gox,m(n) = Vin4 HXHOOMnl/QqC(L"H) , (84)
with noise parameter q € [0,1) and constant ¢ =1/(21n2).
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Proof. Consider

e[ (¢%M @ 0)(0]*F) X — Tv K;" ®c® e |0><0\®’“) X} ‘ =1 K(" B zin) sotie |0><0‘®k) X} ’
(85)
< (o~ 2%) @ oM@ o) (0| X,
(50
= [lo— o] Telo1 {0y 0l X]

(87)
< ¢“LoetDpl/24/21n 2 X, - (88)

The first inequality is due to the matrix Holder’s inequality, and the second inequality follows from
Lemma 2. Similarly, we have M —1 further such equations, which we display with the original equation:

TI'|: (O.®M ® ’0><0|®k> X:| — Tr |:<l ® O.®M71 ® |0><O’®k) X:| S qc(La+1)nl/2 /2 n2 HXHOO7

2TL
(89)
Tr Kzln ® M1 g \0><0!®’“> X} T K;n ® =002 |o><oy®k) X} < ¢ C 23T X
(90)

Tr K(;@)Q?Ml ®0® |0)<0|®’“> X] Ty K(l)w ® |0><oy®"“‘> X} < ¢ Lot Dpt/2/2m2 | x| .

27’L
(91)
The summation of these equations gives
@M ®k 1oM ®k co(Lo+1),,1/2
Tr[ X (oM @ |0)(0]**) | - T | X S © 10)(0] < Mg Pl 2o ||X _,  (92)
which gives the desired bound. O

We now present a more detailed version of Corollary 1 in the main text, which explains how one
can spend an exponential number of resources in different ways in order to resolve concentrated cost
values.

Corollary 1 (Exponential estimator concentration). Consider an error mitigation protocol that ap-
prozimates the noise-free cost value C(0) by estimating the quantity

Cm(0) = > ax Mk Eo9),x,M » (93)
(0(8), X, M,k)ET

where each E, x ark takes the form (82). We denote Mpaz and amas as the mazimum values of
M and ax np respectively accessible from a set T defined by the given protocol. Assuming || X||s €
O(poly(n)), there exists a fized point F' independent of @ such that

|Cn(8) — F| € 027" o | T| Minaz) (94)
for some constant 8 > 1 if the circuit depths satisfy
Lygy € (n), (95)

for all 0(0) in the construction (93). That is, if the depth of the circuits scale linearly or greater then
one requires at least exponential resources to distinguish Cy, from its fized point, for instance in one
of the following ways:

Accepted in { Yuantum 2024-01-03, click title to verify. Published under CC-BY 4.0. 29



o maz|T|Mpmaz € O(poly(n)) and an exponentially large number of shots are used to distinguish
two quantities with exponentially small separation

o Qmaz|T| € Q(25,”) for some constant B' > 1 and an exponentially large number of shots are
required to distinguish two quantities with exponentially large statistical uncertainty, as measure-
ment outcomes are multiplied by amaq|T|.

o Mupax € Q(2ﬂ””) for some constant B” > 1 and an exponentially large number of copies of some
quantum state o are required.

Proof. Explicitly applying the results of Theorem (1) to the construction of C,,(0) in (93) we have

< > ax,mk Goo),x,1(1n) (96)
(0(6), X, M,k)ET

Cm(O) - Z ax,M,k Tr [X (ﬁ: X |O><O|®k>

(0(8),X,M,k)ET

€ O( Z aX,M,kHXHOOMnl/ZqC(La(e)“)) ,
(0(8),X,M,k)ET

(97)

where in the second line we have used (84). If L, € 2(n) then L@t ¢ 02-8On) for some
£(6) > 1. Thus, we can write

1M
Cm(a) — Z aX, Mk Tr [X (W ® ‘O> <0|®k>] € (’)(2*ﬁnamaz|T\Mmm), (98)
(0(0),X,M,k)eT

as required, where we can denote 5 = ming 5(0) and the fixed point as F, noting that F' is indeed
parameter independent. From here, we can inspect the three presented cases:

o If apmaz|T|Mimaz € O(poly(n)) then C, has exponentially small separation from F'.

o There exists choice 8/ > 1 such that if amqee|T| € Q(2°") such that C,, is not exponentially
concentrated on F', however, C,, now has an exponentially large statistical uncertainty, as mea-
surement outcomes are multiplied by coefficients of order amqq|T|.

o There exists choice of 8” > 1 such that M, € Q(ZB”") and C,, is not exponentially concentrated
on F.

O]

E Protocol-specific results

E.1 Zero-Noise Extrapolation

In this section we present our results for Zero-Noise Extrapolation. As discussed in Section 3.2.2 of
the main text, we will consider a Richardson extrapolation strategy based on Eq. (48), an exponential
extrapolation strategy based on Eq. (52) and a NIBP extrapolation strategy based on Eq. (55). As we
deal with two types of noise parameters, throughout this section we will adopt the unifying notation

~ {5’ (0, ace) for Richardson/exponential extrapolation (99)

C0,a) =1 ~
(6,) C(0,q/a) for NIBP extrapolation,

for all @ > 1. Thus, C (0, a) denotes the noisy cost value at the boosted noise level, and C (6,1) denotes
the noisy cost value at the base noise level.
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As stated in the main text, in order to estimate the sample cost of error mitigation we will make
the key assumption that
Var[C(0,a)] > Var[C(6,1)], (100)
for all 8 and a > 1 that is, the statistical fluctuations in measurement outcomes at the boosted noise
level are no smaller than that at the base noise level. Indeed, for noise models with a maximally mixed
fixed point, we expect that high noise rates will tend to lead to larger variances. For example, in the
simple scenario of a local Pauli measurement, the variance of measurement outcomes takes the form
WM, where pg is the probability of obtaining a ”0” outcome and N is the number of shots. This
variance is maximized for pg = %

E.1.1 Relative resolvability under global depolarizing noise

Proposition 1 (Relative resolvability of Zero-Noise Extrapolation with global depolarizing noise, 2
noise levels). Consider a circuit with L instances of global depolarizing noise of the form (34). Consider
a Richardson extrapolation strategy based on Eq. (48), an exponential extrapolation strategy based on
Eq. (52) and a NIBP eztrapolation strategy based on Eq. (54). We presume access to an augmented
noisy circuit where the error probability is exactly increased by factor ap > 1 as p — a1p. Then we
have

(c _ (l—aip)® )2

Xdepol = 62(1:31)L ; (101)
where Xdepol 5 the relative resolvability (see Definition 2) for global depolarizing noise, and where
ay for Richardson extrapolation,
¢ = { are)® for exponential extrapolation, (102)

r(are)t(a1s)

al_(LH) for NIBP extrapolation .

Thus, Xdepor < 1 for all of the above extrapolation strategies with access to 2 noise levels.

Proof. Upon inspecting Egs. (49), (53) and (55), one can verify that the Richardson, exponential and
NIBP extrapolation strategies all take the form

_A-C(8,1)-B-C(8,a)
B D

where A, B > 0 (note that for NIBP extrapolation E contains the state-independent cost value that
represents the fixed point of the noise) and where we have adopted the notation defined in (99). We
note that under L instances of global depolarizing noise (of the form (34)) with error probability p,
noisy cost differences are given by

Cm(0) +E, (103)

AC(a) = (1 —ap)*AC, (104)

for any pair of cost function points, where AC is the corresponding noise-free cost difference.
The error-mitigated cost function difference AC,,, = C),(61) — C,(62) between two arbitrary points
is given by

_A-AC(1) - B-AC(a)

ACy, o) (105)
A-(1-pLrAC - B-(1-ap)tAC
= ) 1
= (106)
Inspecting (105), we see that the error mitigation cost can be bounded simply as
A2 4 p2YarlC(0.a))
Var[C'(6,1
N = = [C(6,1)] (107)
A? + B?
> e (108)
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where the inequality comes from our core assumption (100). Inserting -, AC,, and Aé(l) into
Definition 2, we have

| ( ACy, )2 (A1 - p)t — B~ ap)t)”
Xdepol = ; <

AC(1) (A2 4+ B2)(1 — p)L (109)
oty
. (A=pr) (110)

c2+1 ’

where we have denoted ¢ = A/B. By inspecting the specific values of A and B for the Richardson,
exponential and NIBP extrapolation strategies respectively, we obtain the results for each strategy. [

E.1.2 Average relative resolvability

Proposition 2 (Average relative resolvability of Zero-Noise Extrapolation, 2 noise levels). Consider
a Richardson extrapolation strategy based on Eq. (48), an exponential extrapolation strategy based
on Eq. (52) and a NIBP extrapolation strategy based on Eq. (54). We presume perfect access to
an augmented noisy circuit where the noise rate is increased by factor a; > 1. We denote O, as

the parameter corresponding to the global cost minimum at base noise parameter . Further denote
(AC(0i,ex,a1€))

~ = z. Any such noise model has an average relative resolvability
<Ac(ai,5*7€)>i

— _(z—0¢)?
< 111
X= c2+1"’ (1)

where
aq for Richardson extrapolation,
(e)
c= 7‘2;(;725“15) for exponential extrapolation, (112)
al_(L+1) for NIBP extrapolation.

Thus, under the assumption that z <1 and (Aé(@iys*,als)% >0, X <1 for all of the above extrapo-
lation strategies with access to 2 noise levels.

Proof. As in the previous proof, we can inspect Egs. (49), (53) and (55), and see that the Richardson,
exponential and NIBP extrapolation strategies all take the form

_A-C(0,1)-B-C(8,a)
B D

Cm(0) +FE (113)

where A, B, D > 0 (note that E contains the state-independent cost value that represents the fixed
point of the noise) and we have adopted the notation of (99). The average mitigated cost differences
(averaged over accessible parameters {6;};) can be written

A (AC(0;:4,1))i — B (AC(8; v, )

(AC)(8;00)); = 5 (114)
Thus, we have
A — BiACEica)
<A01n(0i,g*)>i _ (AC(Oiex1))i (115)
<AC(01,8*)>2 D
-4 (116)
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A%+ B2

Finally, by noting once again that the error mitigation cost is simply bounded as v > =53~ due to
(100), we have
(A — Bz)?
< 117
X< g (117)
where we can obtain the desired form by defining ¢ = A/B. Finally, the specific values of ¢ for each
extrapolation strategy can be read off by inspecting Eqgs. (49), (53) and (55). O

We now introduce a modification of the basis-averaged relative resolvability in Definition 4 that we
will use to prove an additional result for Zero-Noise Extrapolation. Here instead of averaging over the
basis of an output state, we average over the basis of the measurement observable. This can be thought
of as a more natural quantity to consider for comparing Zero-Noise Extrapolation to non-mitigated
optimization as the protocol calls for processing of multiple noisy states.

Definition 5 (Basis-averaged relative resolvability II). Consider a spectrum X\ € RQ;O with unit £1-
norm, which corresponds to a noisy reference state. Then define the unitarily-averaged relative resolv-
ability as

~

((Cmlp, U, Ox) = Tr[0A]/27)*),,.

1
XA=———= 5 , (118)
7 ((C(p, Ui, Ox) = Tx[Ox]/27)7) .
where (-)y, denotes an average over U; drawn from a unitary 2-design, and where we denote
C(pa. U, Ox) = Tr[UipaU; O] (119)
Crn(pa: Ui, Ox) = Tr[UiM(pa) U O] (120)

where M : S(H) — B(H) is the map that describes the action of the error mitigation protocol.
For this averaged relative resolvability we present a result for Zero-Noise Extrpolation.

Supplemental Proposition 1 (Basis-averaged relative resolvability II with Zero-Noise Extrapola-
tion). Consider a Richardson extrapolation strategy based on Eq. (48), an exponential extrapolation
strategy based on Eq. (52) and a NIBP extrapolation strategy based on Eq. (54). We presume perfect
access to an augmented noisy circuit where the noise rate is increased by factor a > 1. Denote the
output state at the base and augmented noise levels as p(1) and p(a) respectively. Then we have

24 P
ES P)—1/27

< 0t 121
= 2+1 ’ (121)

where i)\ is the averaged relative resolvability defined in Definition 5, P(1) is the purity of p(1), P(a)
is the purity of p(a), and

a for Richardson extrapolation
(e) . .
c= ra(z(gg))tiw) for exponential extrapolation (122)

q~(L+1) for NIBP extrapolation.

Thus, Xx < 1 when P(a) < P(1).

Proof. We denote reference states p(e) and p(ac) as states with purity P(e) and P(ae) respec-
tively. Moreover, denote the noisy cost function values C(U;,¢) = Tr[UZ-ﬁ(a)UiTO] and C(U;,ae) =
Tr[Uiﬁ(as)UiTO] and further denote Cy,(U;) as the corresponding error mitigated estimator. We start
again by noting that in all three Zero-Noise Extrapolation strategies the estimator takes the form

_A-C(U;,1) — B-C(Uy,a)
N D

Cm(Ui) +FE (123)
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where A, B > 0 (see Egs. (49), (53) and (55)) and we have adopted the notation of (99). We first
evaluate the relevant expectation values which correspond to integrals over the Haar distribution over
the unitary group of degree 2". We now proceed to derive the result for Richardson/exponential
extrapolation, however, we note that the proof follows in a similar way for NIBP extrapolation with
the simple substitution ae + ¢/a. Utilizing Lemma 3, we have

(C(U: )0, = 5 TP O] = 2. T¥(0), (124)

1[0 — 3 T[0]) (Tx[p(e)] — 3 Tr[5(e))?)

(AC (U, €))%, = ((C(Ue) — (CU,e)u,) )y, = (

U — J i 92n _ q
(125)
_ Tr[Og - ilanr[O]z < Ple) 2% ) ’ (126)
r[O%] — L Tr T a r(p rio(a
(550 ) BETrac))y, = (Tx0?) - (O (Txfp [2< >_<le>] 2 Tr[(e)] Tr[(ac)] ) o)
>0, (128)

where the inequality comes by observing that Tr[p(¢)] = Tr[p(ac)] = 1 and further applying Cauchy-
Schwarz to Tr[p(e)p(ae)] and noting that the purity of an n-qubit state is lower bounded by 1/2".
Inspecting Eq. (123) we have

(CnlU), = 5 2 {0] + B, (129)
~ ~ 2
(ConlU3) ~ (ConlU),) )y, = <<A'C(U"’€) P p (LA P ~I—E)> >
U;
(130)
_ <<A-AC~’(Ui,5) —DB-AC’(Ui,as)>2> (131)
U;

A2((AC(Us,e))%),, + BX(AC(U;, ae))*),, — 2AB(AC Uy, €)AC(Us, ae))

_ U;
D2

(132)

MO (ere ) e ) s

p. and <(AC U;, ae ) U

obtained in (126), and dropping the third term in the numerator, where we have used Eq. (12 )

Finally, we note that Eq. (103) gives v~} = Substituting the obtained expressions for y~!,

(133) and (126) into Definition 5 we obtain

The inequality comes by substituting in the expressions for {(AC(Uj;, 5))2>
D2
BT

A2 + pg2Plae)-1/2n
_ Ple)—1/27
< 134
XA > A2 + B2 ’ ( )
where we can define ¢ = A/B to obtain the desired result. Further, the explicit form of ¢ for Richard-
son, exponential and NIBP extrapolation can be respectively found by inspecting Eqs. (49), (53) and
(55). O

E.1.3 Richardson extrapolation with 3 noise levels

In this section we focus on Richardson extrapolation (see Appendix B.1.1 for review) and investigate
the change in resolvability under an extrapolation strategy that utilizes 3 distinct noise levels.
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Supplemental Proposition 2 (Relative resolvability of Richardson extrapolation with global depo-
larizing noise, 3 noise levels). Consider L instances of global depolarizing noise of the form (34) acting
through a circuit. Consider a Richardson extrapolation strategy based on FEq. (48), an exponential
extrapolation strategy based on Eq. (52) and a NIBP extrapolation strategy based on Eq. (54) in the
appendiz. We presume access to two augmented noisy circuits where the error probability is perfectly
increased by factors as > a1 > 1 as p — a1p and p — aqp respectively. Then for all three extrapolation
strategies and any such choices of as and a1, we have

Xdepol < 17 (135)

where Xgepol 15 the relative resolvability (see Definition 2) for global depolarizing noise.

Proof. We start by noting that under L instances of global depolarizing noise with error probability
p (of the form (34)), noisy cost differences are given by

AC(a) = (1 —ap)*AC, (136)

for any noise augmentation factor a and any pair of cost function points, where AC'is the corresponding
noise-free cost difference.

The error-mitigated cost function difference AC},(612) = Cy,(01) — C1,(02) between two arbitrary
points constructed under Richardson extrapolation with 3 noise levels is given by

ajas(ags — al)Aé(p) — ag(ag — 1)AC~’(a1p) +ai(a; — 1)A6’(a2p)
(a1 —1)(a2 — 1)(az — a1)
ajaz(ag —ay)(1 —p)LAC' —az(ag —1)(1 — alp)LAC +ai(a; —1)(1 — asp)AC

i (a1 = 1)(a2 — 1)(az — ar) L (138)

ACy, =

(137)

where in order to obtain the first equality we have used (51). The second equality comes by substituting
in (136). Inspecting (105), we see that the error mitigation cost can be bounded simply as

2,200 — a1)2 4 a2 — 1)2VarlCOap)] | 20 {y2Var[C(6,azp)]
:alag(az a1)” + az(az — 1) Var[C(8,p)] Tarlm — 1) Var(C(6,p)] (139)
L (a1 — 1)2(az — 1)(az — a1)?

a}ad(az — a1)? + a3(ap — 1)% + a3 (ar — 1)° (140)

- (a1 —1)*(ag — 1)*(az — a1)?

for any 6, where the inequality comes from our core assumption (100). Inserting our expressions for
v, ACy, and AC(1) into Definition 2, we have

2
1 < ACy, )2 _ (araz(az = a1)(1 = p)* = as(az = 1)(1 = azp)” +ar(ar — 1)(1 = azp)")
Ndepol = v AC(1)) ~ (a2a3(az — a1)? + a3(ag — 1)2 + a2(a; — 1)2) (1 — p)2L

(141)

)L

N\ 2
ajaz(az —ay) —az(ag — 1) (17f1p +ai(ar — 1)(1711213)
— ( (1 p)L (1 p)L ) ) (142)

aja3(az — a1)? + a3(az — 1)* + af(ar — 1)

The desired result can be observed by noting that as(as — 1) > aj(a; — 1) and that (t;f;;;’f >
(1—ap)*
= =

Supplemental Proposition 3 (Average resolvability of Richardson extrapolation, 3 noise levels).
Consider a Richardson extrapolation strategy based on Eq. (48), an exponential extrapolation strategy
based on Eq. (52) and a NIBP extrapolation strategy based on Eq. (54) in the appendiz. We presume
perfect access to two augmented noisy circuits where the noise rate is increased by factors as > ay > 1.

Accepted in { Yuantum 2024-01-03, click title to verify. Published under CC-BY 4.0. 35



We denote 0., as the parameter corresponding to the global cost minimum at base noise parameter
<Aa(9i’5*,a1€)>i <Aa(6i,s*:a25)>i

~ ~ = z5. Any such noise model has an average
(Ac(ei,e*75)>i <Ac(ei,s*va)>i

e. Further denote = 21 and
relative resolvability

(alag(ag — al) — ag(ag — 1)21 + al(al — 1)2’2)2

X < , 143
~  a?a3(az —a1)? +a3(az — 1)2 + a?(a; — 1)2 (143)
where X is the averaged relative resolvability (see Definition 2).  Thus, under the assump-

tion that z9 < 2z < 1 (on average the cost concentrates with increasing noise level) and
(AC; cx(a1€))i, (AC; cx(aze)); > 0 (boosting the noise level does not shift the cost value of the global
minimum above the average cost value), then X < 1.

Proof. The averaged error-mitigated cost function difference (AC),(0;c4))i = (Crn(0;) — Cp(0cx))i
between two arbitrary points constructed under Richardson extrapolation with 3 noise levels is given
by

araz(ag — a1)AC(8; cv, p) — az(ag — 1)AC(0; cv, a1p) + a1(ay — 1) AC(; o, azp)
(a1 — 1)(@2 — 1)(a2 — al) iew

(144)

araz(az — a1){AC(0;cv,p))i — az(az — V)(AC((0iex, a1p))i + ar(ar — 1){AC(8; ., azp))s
(a1 —1)(az — 1)(az — a1) '

(145)

As in the previous proof, we can inspect (105) and we see that the error mitigation cost can be bounded
simply as

202000 — a)? + a2(ay — 1)2YerlCO.ap)] | 20 1y2VarC(8.a2p)]
. a1a2(a2 al) + az(CLQ 1) Var[a(ﬂ,p)} + al(a 1) Var[a(ﬁ,p)} (146)
(a1 — 1)%(az — 1)*(az — a1)?
afa3(ag —a1)® + a3(az — 1)* + aj(a1 — 1) (147)

- (a1 — 1)*(ag — 1)*(az — a1)?

for any @, where the inequality comes from our core assumption (100). Inserting our expressions for
~v and AC), into Definition 2, we have

Aa 0;.cx.0 i Aa 0;.cx0 i
) ( AC, >2 ) (a1a2(a2 —ay) — ag(ag — 1) m10))i <Ac£(éi,5*;)a>)j + ai(ay — 1)$8G00ena2))i <Aé(éi,€*,2)a))i>

v\acq) afa3(az — a1) + a3(az — 1) + af(ay — 1)?

2
X = ) , (148)

(ACEicrmo)i _ 0 oy (ACE:c-a20))s

~ ~ = 29. ]
(Ac(ei,6*7€)>i (AC(@Z‘@*,E)%

and the desired result comes by denoting

As with the results of Proposition 2 we see that X decreases with increasing cost concentration.

E.2 Virtual Distillation
E.2.1 Bounds on error mitigation cost

We recall the two error mitigation protocols of Ref. [47], denoted "A" and "B" respectively, to prepare

ciM(8;) = Te[pM O]/ Tx[p}], (149)
and
C(0:) = Tr[p O] /M, (150)
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where )\; is the dominant eigenvalue of p; = p(0;). The protocols considered explicitly construct these
quantities as

Tr[p;O] = 2prob; ; — 1, (151)
Tr[pM O] = 2proby,,; — 1, (152)
Tr[p}'] = 2proby,; — 1, (153)

where prob, ;, prob,,; and prob’Mi are expectation values of a Pauli-Z measurement on a qubit
ancillary subsystem. In order to obtain our results we will hereon make the core assumption

Var[prob,, ;] > Var[prob, ;] Vi, M >2, (154)
that is, the statistical uncertainty of the measurement outcomes of the circuit that prepares @M are
at best equal to that of p;. In the case of large M we expect Var[prob,,,;] to be large, as for any

(non-pure) p, the quantity Tr[p™ O] is close to zero for large M. This corresponds to prob Mi = %,

which maximizes the variance for a binomial distribution.
Lemma 4 (Bounds on error mitigation cost of virtual distillation). Denote the error mitigation cost

(see Definition 1) corresponding to (149) and (150) as ¥4 and ~B) respectively. We have

1 1
7Tz (Te[pM])2 T =M (155)

Proof. For 'y(‘f) and 7(P) we need to compute the variances of the estimators of C,(,f ), Can) respectively
and likewise C' = Tr[pO]. We have

Var[C] = Var[Tr[pO]] = Var[2prob; — 1], (156)
= 4Var[prob,], (157)
~M
Var[CP)] = Var{Tr[)[\)M O]] = A;MVar[ZprobM —1], (158)
4
= )\Q—MVar[probM] , (159)
Tr[pM O] 1 2 N
(A — W M s M ]2 L
Var[C}:V] Var[ T[] } 4Var[prob,,] (E [2prob’M — 1]) + 4Tr[p™ O)* Var {Qprob’M — J
(160)
1

4 -

+ 4Var[prob,,| Var [2prob’M — J

1 2
>4 b El —— 161
> 4Var[prob,,] ( {Zprobﬁ\/[—l]> (161)

1
> 4Var|prob 162
> 4Var(prob /] (E [2probl, — 1])° (162)
1
= 4Var[prob,;] ——— . (163)
(Tx[pM])*

Equation (160) comes from the standard formula for the variance of the product of two independent
random variables. To obtain the first inequality we simply drop the second and third terms, which
are positive. The second inequality is an application of Jensen’s inequality. Recalling the definition of
error mitigation cost (Definition 1), the above three equations enable us to write

1 1
W>__ —__ B> 164
7= (Te[pM])2° T ENeM (164)
where we have used our core assumption that Var[prob,| < Var[prob,,]. O

Accepted in { Yuantum 2024-01-03, click title to verify. Published under CC-BY 4.0. 37



E.2.2 Relative resolvability for global depolarizing noise

Here we present a proof of Proposition 3, in which we upper bound the relative resolvability for Virtual
Distillation, for any two cost function points under global depolarizing noise.

Proposition 3 (Relative resolvability of Virtual Distillation with global depolarizing noise). Consider
[ instances of global depolarizing noise D of the form

1
p—>p—qp+(1—q)2n (165)

acting on some pure state p with some noise parameter q € [0,1). We consider the two error mitigation

protocols of Ref. [AT] (denoted "A" and "B") to respectively prepare (149) and (150). The relative
resolvability of any pair of arbitrary cost function points satisfies

XA <xB =T(n,M,q") (166)
for allm >1, M >2, ¢ €[0,1], and where
I'(n,M,q") <1, (167)

is a monotonically decreasing function in M (with asymptotically exponential decay) in the quadrant
n>1, M > 2. The bound is saturated as I'(1,2,p) =1 for all p.

Proof. In this proof we consider arbitrary cost function differences, that is, given two arbitrarily chosen
points in parameter space 81 and 82, we consider

AC = C(8,) — C(0,), (168)

and the respective differences for the noisy cost C(8) and the mitigated costs C(A)(O) CT(,LB)(B). In
order to evaluate X4 and Xp we need to first evaluate the following quantities:

AC, ACHY | ACE) | A(B) (169)

that is, the noisy cost function difference between two points, the difference between the virtual
distillation estimators for the same points for both protocols, and the error mitigation rate for both
protocols. The noisy cost function difference under global depolarizing noise is simply related the

noiseless difference as N
AC = ¢'AC. (170)

To evaluate the other quantities we note that

p= :ql+2in(1—ql)],0+[2171(1—q)}(1—p), (171)
ﬁMZ_[q“ri(l—q } [1(1—Q)]M_p+£(1—ql)M* (172)

n ] onM on
M) = [+ 5 (1 - d) }M+ L =M, (173)
10) = |[¢+ 51 -d)] - [}n(l )| 01+ G -0l ()

In particular, we highlight that the expression for Tr[pM] is independent of the noise-free output state
p. As the dominant noisy eigenvalue A and Tr[p"] are state independent we have

1 1 M 1 M

ACH) — T Hq + 5.1 _ql)} _ [2n(1 —q )} ] AC, (175)
M M

ac - L Hq r =) - [ -] ] AC, (176)
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where the choice of p is arbitrary.
Now, using Definition 2 and combining (175), (176), (170) along with the result of Lemma 4, we
have

X <P =T(n, M, ¢, (177)
where we define the function
1 1 M 1 M2
I _ ! 1 _ 1
I'(n,M,q) = 7 Hq +on(l Q)} [zn(l Q)} } : (178)
First, note that for M = 2
1 1 2 1 212
! L Y R R N R N PPN
rm%m—ﬂﬂq%m,m][wuqﬂ} (179)
1, 2 0\’
—(¢+50-0)) - (150)

For n =1,T(n,2,¢') = 1. Foralln > 1,T(n,2,¢") < 1as (1 —¢') > 0. Thus,
I'(n,2,¢)<1 Vn>1. (181)

We complete the proof by showing that I'(n, M, ql) monotonically decreases with M for all n > 1,
M > 2. This can be seen by inspecting the partial derivative (making the decomposition I' = (Fl/ 2)2
due to the square in (178))

1/2

o~ 2 o (182)
We investigate when this quantity is negative. As I''/2 is always positive, negativity is determined by
the sign of ‘95]1\//[2. Denoting § = 5 (1 — ¢'), we have
or/z 1
T = 7 [(¢" +8)Mn(q' +8) — 6 In 4| (183)
_ ey ! ! l M _ §M
= (6™ (n(q +6) =0 d) +1In(g" +6) ((¢' + ) — 6™)] (184)
< S [ 4 (g 40— 1) (g + 0 — )] (185)
q
Lo n ! M _ M
:?[q5 — (2" =1)5 ((¢' + )M — ™) (186)
< ;l [qlaM-l (27— 1) <Mql(5M_1 + %M(M _ 1)q215M—2>} (187)
1 1 1
-2 [qlaM—l — (2" - 1) <2nM(1 )M 4 M 1)q215M—2>} (188)
M—1 1 L on 2\
=9 l—-(1l—-—=|M—-—-2"-1)M(M-1-——)q (189)
2mn 2 AL
< gM-1 {1 ;M—;M(M—Q)ql} Vn>1, (190)

where in order to obtain the first inequality we use the inequalities In(¢g'4+8)—1Iné < ¢! /6 and In(¢'+6) <
¢' + 0 — 1. The second inequality comes from observing that the expansion of ((ql + M — M ) isa
sum of positive terms, and considering only two such terms. The above implies that

or

— <0 Vn>1,M >2 191
SIS0 VazlM22, (191)
that is, ' is monotonically decreasing with M in the quadrant n > 1 M > 2. Combined with (181),
we have the proof as required. ]
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E.2.3 Average relative resolvability

Here we present a proof of Proposition 4, in which we upper bound the 2-design-averaged relative
resolvability for Virtual Distillation.

Proposition 4 (Average relative resolvability of Virtual Distillation). Consider an error mitigation
protocol that prepares estimator Cyp,(0;) = Tr[pM O]/ Tr[pM] from some noisy parameterized quantum
state p; = p(0;). Consider the average relative resolvability for noisy states of some spectrum A\ with
purity Py as defined in Definition 3. We have

Xax<G(n,M,P) <1, (192)

where G(n, M, P) is a monotonically decreasing function in M (with asymptotically exponential decay)
for alln > 1, M > 2. Within this region the bound is saturated as G(1,2,P) = 1 for all P and
G(n,M,1) =1 for alln > 1, M > 2. Ezxplicitly, we have for n =1

1 [A+V2ZP=DM - (1- 2P = 1)M]2

G(nzl,M,P):22M 5P 1

(193)

Forn>2and M =2

[ 4 4 / 1 5 1 P? 1

2

2n1\* 1\*
where we denote g = ( ) + (—) . Further, forn > 2 and M > 3 we have

2n 2n
M ml?
1 1
o KVQ(P_Q" +2”) - () pM 1
Gn>2,M >3,P)=min | — T ) T (1—) . (195)

Proof. From Definition 4 we have

_ 1 {(CulpaUs) = Tr(O]/2),,
AT (@lon U~ Oy, Hee)

Let us first evaluate the required averages over unitary 2-designs. The relevant first moments for
virtual distillation are given by

(T [UpAUTO])y = Ta[0) /2", (197)
(T [U AN U0 = Tapd]T{0] /2", (198)

where we have used Lemma 3. Thus we can see that the numerator and denominator of (196)
correspond to variances which we now evaluate. Again, utilizing Lemma 3, the second moments are

given by
(CW:) = (CWUN,))y, = (TUpAUTO))r — (Tr{O]/27)? (199)
(o - ZI"MO;Z ET;[;&] — & Tr[pa)?) 200)
ey - (BTN s
((Cn(Ui) = (Con(U)) ;) >U,.—<< Te[ol] )>U (Tx[0]/2") (201)

Tr 2M
(1202 - &1 [0)?) <TF{Z§4P] - ;)
- hida , (202)
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where in the final equality we have used the fact that Tr

T M]] = 1. Using the definition of the

basis-averaged relative resolvability (Definition 4), we can arrive at a bound written explicitly in terms
of py as

1((Cn <Uz->—<cm<Uj>>Uj>2>Ui Tr[p3M] — L Tal ol ]2
T (CW) —CWNw,) )y, T3] — e Trlpal?

X = (203)

where we have used the fact that the error mitigation cost v > 1/(Tr[p!])2.

The goal is to now investigate whether or not f(M) = Tr[p3M] — 2%Tr[pf‘\/[ ]2 is monotonically
decreasing for M € N;. This quantity has two interpretations. First, it can be seen to be a Hilbert
Schmidt distance between p/\ and Tr[pA ] . Second, by considering the eigenvalue decomposition of
p, it can be seen to be proportional to the populatlon variance of the distribution {)\ZM }, where \; are
the eigenvalues of py, that is,

2
F(M) = 2"Var[AM] = SN2 2% (Z \M ) , (204)

where here Var[(.)] denotes the population variance of the contained vector. Thus, we can rewrite
Eq. (203) as
_ f(M) _ Varx(M)]
M) < = .
OIS0 T V)
Let us first treat the qubit setting of n = 1. Consider eigenvalue decomposition py = A|¢) (| +
(1 = N |1)(11], where we have defined A\; = 1 — A\, Ao = X and without loss of generality we fix
1—X> A We define G(1,M,P) = f(M)/f(1) and will determine f(M) exactly for single-qubit
states. For generic M we have

(205)

FOM) = XM 4 (1 - 22 % (AWM + - )\)M>2 (206)
= %((1—)\)M—)\M)2 (207)

221\14+1 [(1+v2P=])M - (1 —\/ﬁ)M]Q, (208)

where in the final equality we have used the fact that for single-qubit states A = %(1 — V2P —1).
Further, using f(1) = P — 1 we have the bound as required.

Now let us consider the setting of n > 2. We will construct two bounds, for the respective high
purity and low purity limits. We start with the bound for high purity states. We can write the right
hand side of Eq. (205) explicitly as

VardM] 3 AQM (an AM)2

) 209
S /\fM g T8 — s Xy MIXY (210)
27 i )‘2 - 22771
n_ \2M
e . Zw%z All ) (211)
2" - 1), /\12 M
< ( on Z)()\Q — 1) (212)
pM ( 1 )
Py (213)
P-4 2

where in order to obtain the first inequality we have dropped the cross terms 22% Zi# )\ZM )\é-w , and in
the second inequality we have introduced new cross terms. The final equality comes by substituting
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in the definition of the purity P. We note this first bound is upper-bounded by 1 for all P > ﬁ
Thus, we seek a tighter bound for P < 2n T

We can now construct our second bound for strongly mixed states (those states with purity close
to 1/2"). We will consider bounds on Var[X ] where a random variable X when it is known that it
takes values close to its mean pu. We consider the decomposition

XM = (X = ) — )™ (214)

M
=M +>"Y, (215)
where we have defined the random variables Y;, = (A,f YuM=F(X — p)k. Further, we can write
Var[XM] = Var { Z Yk] (216)

(217)

(Zri-e[sn])(Tv-e[2y])
= S E[(i — D) (v - £0))] (218)

7]

= Cov[,Y]] (219)
k7j
<y \/ Var[Vi] Var[Y;] | (220)

where the inequality is due to Cauchy-Schwarz. We now take X to be the random variable which takes
values {\; }; with uniform probability and mean y = —. We will bound Var[Y}] under the assumption
that {\;}; are close in value to the maximally mlxed value 5.

First, we note that each Y} is a function of (X —u)¥, and so we must investigate the shifted spectrum
which we denote A where A\; = \; — 2% for all . Using Popoviciu’s inequality, we have the bound

Var [(X = )] < § (M~ A) (221)
Now suppose that we have the constraint
Amaz — Amin = 2b (222)
for some b > 0. For any k, we have
M e = N < [Rnae "+ [Ain|” - (223)

Let us now bound the quantity on the right by considering its maximum value over all spectra with
constraint (222). The quantity on the right is maximized by the choice of vector (|Amaz|, |Amin|) that
majorizes all others, given some fixed value of |5\maz| + {Xmm’ Indeed, |5\maw| + |/A\mm| = b is fixed
by our constraint (222) (Amin must be negative in order to preserve trace). Thus the quantity on the
right hand side of (223) can be bounded by maximizing )\ma;,; and minimizing |)\mm| This is achieved

by setting all other )\Z equal to )\mm. We then have pair of constraints

(2" = D) Apin = 0, (224)
Amaz — Amin = 2b (225)
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where the first constraint comes from preservation of trace, and the second is our original constraint.
This is a linear system of equations with solution

2”—1

1
Nouw = 2b N = ~2bs (226)

substituting these values into (223) we have the bound

M e — Ak < (20)F ((2n2; 1)k + (;)k> (227)
< (2b)". (228)

We will find it necessary to use the tighter bound (227) in the case of M = 2, but the looser bound
(228) will enable us to write a bound with a more compact form for M > 3.

We now relate b to the purity. We can write a general spectrum that satisfies the constraint in
(222) as Apca = (5 + b+ 55 —b+¢, 3 — a1, ..., 3 — a4—2), for some c and set {a;}; that satisfy
Z§_2 a; = 2c¢ (in order to preserve trace). The purity that corresponds to this spectrum is given by

1 2 1 2 d—2 1 2
P == — — — —ay 22

(Mbca) <2n—|—b—|—c> +(2n b+c) +Z(2n a) (229)

1 2 _
= o H 200+ ¢ +Za+{2e Z ] (230)

1 2

> o —+ 2b°. (231)
Moreover, th1s purity bound is achievable by the spectrum Ay go = (2n +b, 4 5w — b, 21n,. ,Z—n) if we

have b < 5. We conclude that for any spectrum A, that satisfies the constraint (222), we have

b< \/; ( (Ay) — 21n> . (232)

And we now have all the tools to bound Var[Y] for all k and subsequently Var[X™]
By combining the bounds (221) and (227) we have

1
Var [(X — w)*] < (20)*} (233)
n k k
where we have denoted g, = (22;1) + (2%) < 1. This allows us to bound Var[Yy] by writing
_ (MY vk Y
Varlyi] = (O M Nar (X o (234)
1 (M _
< 2<k>uM (20)<gy (235)

We first pursue a bound for general M € N and replace each g with 1. We observe that the quantities
{(]\,f)uM_k(Zb)k}fC‘il are simply the terms in the expansion of (2b — u)™ — pM | that is,

Z \/ Var[v;,] < ( (2b— )™ = M) . (236)

Returning to (220), we have

Var[XM]) < = ((2b— )™ - MM)2 (237)

{(2 ;(p;n)u)Mqu (238)
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where in order to obtain the second inequality we have used (232) to substitute b with its bound in
terms of the purity. We further note that Var[X] = 5 (P — %), and dividing the two quantities we
obtain

M 2
(28 2) )"
T - (239)

<

=l

as required. To summarize, combining the two bounds for high purity and low purity, so far we have

(RS R EN -

1
E ,P_1(1—2n> . (240)

Now we discuss the magnitude of our bound obtained thus far, as well as its monotonicity with
respect to M. In particular, we will show that its value can exceed 1 for M = 2, and so we will pursue
a tighter bound for M = 2. We can evaluate G'(n > 2, M > 2, P) explicitly at P = ﬁ as

M 2
1 [ 22 (2n —1) 2 1 1\M (2" —1)2
"n > > — = _
G (n_ 2,M >2,P 2n_1) min 1 {( @~ 1) + 2n> (2n>  (an — )M

(241)

Firstly, by inspection this is a decreasing function in n for all M > 2, so in order to bound its
magnitude we can consider n = 2. At M = 2 we have

1 2
(2.2, ﬁ) — min (1, 5+6\/6> —1, (242)

where we note 5+%‘/6 > 1. As the first function in the minimization of (240) has negative gradient

for P < 2,}—_1 for n > 2, M = 2, this implies that there exists a set of values P = ﬁ — 60, where
0 > 0 is small, such that the first function has value exceeding 1. The second function also has value

exceeding 1 in such a region as it is continuous. Thus, there exist values of P for which the bound

G’ > 1 at M = 2. Moving on to M = 3, we can numerically verify that G’ (2, 3, QH—I_J < 1 with both

functions in the minimization having value below 1. As functions of the form f(z) = a® — b* where

b < a < 1 only have one stationary point which is a maximum, this implies that G’ (2, M, ﬁ) is
decreasing for all M > 3 and thus G’ (2, M > 3, ﬁ) <1.

We will replace G’ (n > 2,2, P) with a tighter bound that is less than 1 for all n > 2. We return to
(234) and now explicitly consider the g terms. Substituting this into (220) for M = 2 we have

Var[X?] < Var[Y;] + Var[Ys] 4 24/ Var[Y;]Var[Y3] (243)

= (2u)*Var[X — p] + Var [(X = p)°] + 4u\/\/ar (X = p)?] Var[X — ] (244)

< (2u)*Var[X] + i(%){qg + 4u\/ i(Qb)4g%Var[X] (245)
2

< %Var[X] + (P — 21”> g5 + %92 <P — ;n> Var[X] (246)

where in the first equality we use the definition of Yy for M = 2, in the first inequality we use (233)
along with the fact that gy = 1, and in the final inequality we use (232). Finally, dividing by Var[X]
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we have

— 4 1 1)\2 4 I/ 1
M=) —4+——|P— — 2, - P—- — 247
X( )< oo T Var[X] ( 2”) 92+ 592 27\ Var[X]| (247)
_ 4 n 2 1 4 / 1
_2Tn—|—2 gQ(P_2”)+2”/292 P—27, (248)

where we have used Var[X] = 24 (P — 2%). O

We note in the following remark that outside of the low purity regime, as purity decreases, our
bounds monotonically decrease.

Remark 1. The bounds in Proposition 4 are monotonically increasing with purity P for all P >
1 2™ M )

g Max (57—, 777

Proof. For n > 2, this can be seen by inspecting the partial derivative of the high purity bound, which
is given by

0G(n>2,M,P> zq) (M +1)PM — LMPY-! (1 1 ) (249)
ap B (P — 35)? 2"
M 1

which is positive for all P > 375 5=. Similarly, for n = 1 the bound can be shown to be monotonically
increasing in P for all physically allowable values of P. We note that the bound for n = 1 satisfies

1+z)M — (1 —2)M

V22MG(Pon = 1, M) = (250)

where we have denoted x = /2P — 1. The derivative of the numerator with respect to x takes the
value

d((1+a)M = (1-a)M)

— =M ((1+ )M+ (1 -2)M1) (251)
>MA+(M-1Dz+1—(M—1)2) (252)
=M (253)

where in order to obtain the inequality we have used the standard inequality (1 +z)™ > 1+ nz, Vo >
—1,n > 1. Thus, as we only consider M > 2, the numerator of (250) increases at a faster rate than the
denominator. Moreover, the second derivative of the numerator is positive, and both the numerator
and denominator of (250) take value 0 at = 0 (P = 1/2"). Thus, (250) is an increasing function in
the purity P. O

We plot the bounds obtained in Proposition 4 on the 2-design-averaged resolvability in Fig. 7. First,

d % in (205) for states with 100 randomly

generated spectra for increasing number of qubits n and number of state copies M. We see that all
values lie below 1. Moreover, this plot visualizes the exponential scaling with M for fixed n and we
observe that broadly, the bound is decreasing with increasing number of qubits n for fixed M. Further,
as expected, the bound is always less than or equal to 1. Second, in order to demonstrate the behaviour

of our final upper bound (192) we plot increasing number of state copies M ranging from 2 to 4 for
Var[A(M)]
Var[A(1)]
state as separate points. The final upper bound is then plotted as a line for each value of M.

in the left figure we plot the intermediate boun

n = 2. For each M, we randomly generate 10000 states and plot against the purity of the
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Figure 7: Bounds on X for VD. (Left): We plot the intermediate upper boun for randomly generated

upper bound against purity for randomly generated states at different values of M at n = 2. We also plot

E.3 Probabilistic Error Cancellation
E.3.1 Error mitigation of multiple gates

We first consider the error mitigation cost of mitigating multiple noise channels. Suppose we have two
noisy gates which we represent as the channel

N ol oNolU (254)

where {U’,U} are channels that represent the ideal gates and {N’, N'} are noise channels. Note that
this framework also includes as a special case the scenario where two gates act in parallel on different
subsystems. Given a set of basis gates {B, }«, We can construct a quasiprobability distribution for the
ideal channel as

U ol => kakgBaoN ol oBgoNold. (255)
a7/3
where we have used (58). From (255) we see that the error mitigation cost is
Yot = > kokj =1y (256)
a?lB

where v,7’ are the individual error mitigation costs for each gate. We can see the above reasoning
can be extended inductively to show that the error mitgation cost of a collection of gates with the
probabilistic error cancellation is equal to the product of the individual error mitigation costs.

E.3.2 Global depolarizing noise

Proposition 5 (Relative resolvability of Probabilistic Error Cancellation for global depolarizing
noise). Consider a quasi-probability method that corrects global depolarizing noise of the form (34). For
any pair of states corresponding to points on the cost function landscape, the optimal quasiprobability

scheme gives

22n
—_— >, 257
P52 p) 27

foralln > 1, p €[0,1], which is achieved with access to noisy Pauli gates.

X depol =

Proof. Ref. [94] gives the optimal quasi-probability decomposition for the inverse noise channel as

pio (14 Z=0p) 7 Q%Zfl S — (258)
- 22n(1 _p) Pt 22n(1 _ p) Lo
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where Z is the identity channel and P; is the Pauli channel corresponding to the ith Pauli tensor
product. This has corresponding error mitigation cost

22" — 2p + p?
=-___r - 259
V= g ) (259)
Assuming perfect correction we have AC = (1 = p)AC which implies
22n
Xdepol = 92n _ 2p +p2 ) (260)
which is greater than or equal to 1 as —2p+p> <0 forall 0 < p < 1. O

E.3.3 Local depolarizing noise

Here we consider a model of cost concentration due to a single instance of local depolarizing noise in a
circuit. We presume that the concentration follows a similar form of scaling to global depolarizing noise
and a tensor product of local depolarizing noise (see Eq. (6)). We show that, under this assumption,
the relative resolvability has regimes of being greater than 1 or less than 1, depending on the strength
of the cost concentration.

Supplemental Proposition 4 (Relative resolvability of Probabilistic Error Cancellation with one
instance of local depolarizing noise). Consider a single instance of local depolarizing noise occurring
with error probability p acting at an arbitrary point in the parameterized circuit. Suppose that due to
this noise channel we have

(AC(6:2))i = (1 = bap)(AC(6:4))i (261)

for all p € [0,1] where (-); denotes an average over all avaliable parameters and b, where is some
positive constant. Then the optimal quasiprobability scheme gives:

° fOT“baS%;
X<1, Vpelo1], (262)

. for%<ba§1,

_ 1

X<1+4p(2-p)+00, Ypelo1], (263)

X>1, ¥pe(0,1-{B30p1-1), (264)
o forby, >1,

- p(2—p)

X > 1+ . Vpe(0,1/b,]. 265

Proof. From Eq. (259), we can write the optimal error mitigation cost for one instance of local depo-
larizing noise acting on one qubit as
_4—2p+p?
A1 -p)?

Now, due to our assumption (261) and assuming perfect implementation of the basis of noisy gates
(leading to perfect correction of the noise) we have

(266)

4(1 - p)?
(4—2p+p?)(1—bp)?’

=

<

(267)
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and we denote the quantity on the right hand side as h(p). Note that for any value of b, h(p =0) =1
and h(p = 1) = 0. The partial derivative can be found to satisfy

1

g’;ocup)(lbp) (1 +3t -3y -1(;-1)) (268)

where the proportionality factor we omit is positive for all b > 0 and p € [0, 1]. The third bracket is a

cubic form with discriminant 108
_ 2
A=y (—Sb +11b— 4) , (269)
which is strictly negative for all b. Thus, the cubic form only has one real root and, inspecting its
behaviour for large p, we can conclude it has negative gradient for all p. The cubic form has root at

p = 0 when b = 3/4. More generally, the root can be found to take the form

P=1+ {3(1-b). (270)

By evaluating the second derivative of h(p), this root can be seen to correspond to a local maximum
of h(p). We now find the maximum value of h(p) over the interval p € [0, 1] for different regimes of
cost concentration strength b.

First, we inspect the regime where b < 3/4. In this case p’ <0 and thus 8—’; <0 for p € [0,1]. Thus
the maximum value of h(p) on the interval p € [0,1] is h(0) = 1. We can then conclude that X <1
with bound saturated in the limit of zero error probability.

Now consider the regime 3/4 < b < 1. In this case 0 < p’ < 1 and %Z > 0 for small values of p.
Specifically, it is clear that X > 1 for 0 < p < 1+ ¢/3(1 —b~!). The upper limit on p can be raised,
however, the exact interval is obtained by solving a quartic equation which we omit here as it is not
very insightful. Moreover, the upper limit is tight in the limit b — 1 and we obtain the result that
when b =1, X > 0 for all p € (0,1).

Finally, consider the regime b > 1. Now %Z has a different root p” = 1/b due to the second bracket
in (268). Again, this can be shown to correspond to a maximum of X and we can write X > 1 for
0<p<1/b. O

Proposition 6 (Scaling of Probabilistic Error Cancellation with local depolarizing noise). Consider
tensor-product local depolarizing noise with local depolarizing probability p acting in L instances through
a depth L circuit as in Eq. (3). Suppose that the effect of this noise is to cause cost concentration

(AC(0i.))i = Ag"(AC(0:))s (271)

for some constant A and noise parameter q € [0,1). The optimal quasiprobability method to mitigate
the depolarizing noise in the circuit yields

X = ot Q)™ (272)

where 0 < Q(p) < 1 for all p. Thus, the average relative resolvability has unfavourable scaling with
system size.

Proof. As shown in Section E.3.1, error mitigation cost of multiple gates with probabilistic error
cancellation is the product of the individual error mitigation costs. Thus, for the collection of gates
considered, we have total error mitigation cost

nL
401 - p)®
Ytot = <4_2p+pg , (273)

where we have used Eq. (266). We suppose that mitigation perfectly corrects the error, such that

AC,(0;+) = AC(6;). Combining this with our assumption (271) we obtain the desired result,

where we denote

4-2p+p° 3p(2 —p)

Q) =~ 1 - P
4(1—p) 4—p(2-p)

which clearly satisfies 0 < Q(p) < 1. O

(274)
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E.4 Linear Ansatz Methods
E.4.1 Global depolarizing noise is exactly correctable

Consider the linear ansatz
Cm(a) =a1C + ay, (275)

where we denote a = (aj,az). As shown in [45], this ansatz is particularly suited to global depolarizing
noise and the ansatz can correct the noise exactly. Namely, the n-qubit noise channel

p B (1ot (1- (1)) (276)

can be exactly corrected by using

1 (1-(1-p")

L o

al =

As correction is exact, ACy, = AC. It can also be seen that AC = (1—p)*AC and the error mitigation
cost is v = 1/(1 — p)?~. This gives X = 1 for any pair of cost function points.

Note in this discussion we have neglected the shot burden of training. Whilst this may be significant
and difficult to quantify for other noise channels, in the case of global depolarizing noise this is minimal
as only two training data points are required and the ansatz is universal for any state.

E.4.2 Relative resolvability between two points with same ansatz applied

Proposition 7 (Lirlear ansatz methods). Consider any error mitigation strategy that mitigates noisy
cost function value C(0) by constructing an estimator Cp,(0) of the form (16). For any two noisy cost
function points to which the same ansatz is applied, we have

X=1, (278)
for any noise process.

Proof. By applying the same ansatz of the form (16) to two noisy cost function points corresponding
to parameter sets 61,05, one can write

Cm(01,a) = a1C(01) + ag (279)
Cin(02,a) = a1C(02) + as . (280)

This gives v = a; and AC,, = a1 AC. Thus, substituting these quantities into Definition 2 one obtains
X = 1 as required. ]

F Numerical simulations - implementation details

We perform our optimizations using the MATLAB implementation of the Nelder-Mead algorithm [105].
For each MaxCut graph, we perform optimization independently for N; random choices of an initial
simplex. We evaluate the cost function by performing perfect sampling of the simulated state with N
shots. After each iteration of the Nelder-Mead algorithm, we compute the total cost of optimization
per graph Nio¢ by summing the shot budget spent for all IV; instances of the optimization. To analyze
the convergence of results with Ny, as shown in Figs. 5, 8, we take the optimization results after Nyt
shots to be the best of IV; instances according to the optimized cost function. The optimization is
terminated for n =5 (n = 8) when Nyt exceeds 1.5 x 10% (7 x 107).
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Figure 8: Benchmarking various implementations of the noisy optimization for 5-qubit and 8-qubit MaxCut
QAOA with p = 4. In (a,b) we plot the approximation ratio averaged over 36 n = 5 Max-Cut graphs chosen
randomly from the Erdés-Rényi ensemble as a function of Niot. The error bars are computed as in Fig. 5. In (c,d)
we show in a similar manner the results for 30 n = 8 random Max-Cut Erdds-Rényi graphs. We compare the results
for various numbers NN; of optimization instances initialized randomly and various numbers of shots N, per cost
function evaluation. As a reference, we show the results of CDR optimization for p = 4. For the 5-qubit (8-qubit)
case we have Nioy = 107 to 1.5 x 10% ( Nyor = 1 x 107 to 7 x 107) as in Fig. 5 (Fig. 6). Additionally, as in Fig. 5
we use the approximation ratio computed with the exact energy to benchmark the optimization, and in the case of
N; > 1 we choose as the result of optimization the best instance determined according to the optimized cost function.
The error bars are computed as in Fig. 5. We consider various values of N, = 1024, 16384, 262144 for N; = 30 and
various values of NV; = 30, 150, 3000 for Ny = 1024. For the 5-qubit case, we find that N; = 3000, Ny = 1024 yields
the best results although differences in quality between most of the noisy optimization implementations are relatively
small in comparison to the CDR mitigated optimization. In the case of n = 8 the best noisy results are obtained for
N; = 30, N;, = 16384, but again different choices of IV; and N, lead to similar quality of the solutions.

F.1 CDR-mitigated optimization

We perform CDR-mitigated optimization with N; = 30 and N; = 1024. We use training circuits
constructed with a non-Clifford gates projection algorithm of [82]. To construct the training circuits we
decompose e"ifMaxcut o native gates of an IBM quantum computer using a decomposition from [106].
In order to account for linear connectivity of the simulated device we use SWAP gates to implement
e~Mi%k%1 for non nearest-neighbors terms. The training circuits contain 100 near-Clifford circuits
with at most 30 non-Clifford gates. In the case of circuits with fewer than 60 non-Clifford gates, we
construct training circuits with half of the non-Clifford gates replaced by Clifford gates. We evaluate
the cost function for the training circuits using perfect sampling and Ny = 1024 shots. We perform
CDR mitigation for each 2-body term of Hytaxcut independently. In general, in order to maximize the
quality of the mitigation one should construct the training circuits independently for each new set of
QAOA angles. Here, for the sake of shot efficiency, for each new set of parameters we compute the
training set from scratch only if the 1-norm distance of its QAOA angles (y1, 51,72, B2, - - - Vp, Bp) from
the closest point of a simplex is larger than 0.01. Otherwise, we use the CDR linear ansatz for the
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Figure 9: Virtual Distillation mitigated optimization for p = 2, 4, 5-qubit and 8-qubit MaxCut QAOA. We
plot the approximation ratio averaged over instances of Max-Cut graphs randomly chosen from the Erdés-Rényi
ensemble as a function of total shot number Niot. For n =5 (n = 8) we choose 36 (30) graphs. The results were
obtained with N; = 30 initializations and N, = 65536 shots per Tr[p™ Z; Z,] and Tr[p™] estimation. For larger

n = 8 graphs we also show results obtained with NS = 105, N; = 30. For reference we also present our results of
CDR-mitigated and noisy optimization from Figs. 5 and 6. The error bars are computed as described in the caption
of Fig. 5. We observe that for this setting the optimization with Virtual Distillation does not outperform the noisy
or CDR-mitigated optimization.

closest point of the simplex.

For the noisy (unmitigated) optimization we benchmark various combinations of N; and N, values
for n =5, p = 4. In particular we consider increasing Ny for N; = 30 and increasing N; for Ny = 1024.
We gather the results in Fig. 8. We find that for n = 5 (n = 8) while using Ny ranging from 107 to
1.5 x 10® (from 107 to 7 x 107), as considered in Fig. 5 (6), the best results are obtained for N; = 3000,
Ny = 1024 (N; = 30, Ny = 16384). We use these values for the noisy optimization presented in
Figs. 5 and 6, respectively.

F.2 Optimization with Virtual Distillation

In this Appendix, we compare 5-qubit and 8-qubit MaxCut QAOA optimization of the VD-mitigated
cost function with optimization of the noisy and CDR~mitigated cost function for p = 2,4. We perform
the comparison using the same randomly chosen graphs from the Erdos-Rényi ensemble as in Figs. 5, 6.
We perform VD mitigation for each expectation value of a 2-site term of Hypaxcut according to (13).
Therefore, a key assumption is that we neglect derangement noise, which would affect realistic VD
implementation on hardware [47]. We use the Nelder-Mead algorithm as described above. We have
N; = 30 as for CDR simulations from Figs. 5, 6 and assign N, = 65536, 10% shots in order to estimate
Tr[p™ Z;Z;] for each 2-site term of Hyjaxcut and Tr[p™]. Consequently, the total shot cost of the
mitigated cost function estimation is (ne + 1) x N, s, where n, is the number of Max-Cut graph edges.
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Figure 10: Zero noise extrapolation mitigated optimization for p = 2, 4, 5-qubit and 8-qubit MaxCut QAOA.
We plot the approximation ratio averaged over instances of Max-Cut graphs randomly chosen from the Erdés-Rényi
ensemble as a function of total shot number Niot. For n = 5 (n = 8), we choose 36 (30) graphs. The results
were obtained with IN; = 30 initializations and 30000 shots per ZNE-mitigated cost function evaluation. ZNE is
performed by CNOT identity insertions with noise levels amplified by factors a9 = 1,a; = 3, a2 = 5, and with a linear
extrapolation. The error bars are computed as in Fig. 5. For reference, we also present the results of CDR-mitigated
and noisy optimization from Figs. 5, 6.

We consider M = 2, 3 state copies as the shot cost of VD mitigation for given precision grows with
increasing M [92] and M = 2, 3 was shown to be sufficient for typical applications [107]. We find that
for this setup M = 2 gives better results than M = 3 similar to our analytical results. Here we allow
for Niot up to 2 x 10° for n = 5 and up to 2 x 100 for n = 8, i.e. up to 1 and 2 order of magnitudes
more shots than considered for CDR~-mitigated and noisy optimization in Figs. 5, 6, respectively.

We gather the results in Figs. 9 comparing them with noisy and CDR mitigated optimization from
Figs. 5, 6. We find that even with smaller Ny the noisy and CDR-mitigated optimization outperforms
the VD-mitigated optimization. This example shows that even for circuits outside of the NIBP regime
there is no guarantee that using an error-mitigated cost function leads to better performance than
noisy cost function optimization. We note that this result does not prohibit VD-mitigated optimization
advantage for different choices of Nio, M or the shot number per cost function evaluation.

F.3 Optimization with Zero-Noise Extrapolation (ZNE)

Here, we analyze the optimization of ZNE-mitigated cost function for 5-qubit and 8-qubit MaxCut
QAOA optimization. As in Figs. 5, 6, 9 for CDR and VD, we investigate number of rounds satisfying
p = 2,4. More precisely, we have used the same Erdds-Rényi graphs as the ones in the benchmark
simulations described above. We use the Nelder-Mead algorithm with N; = 30 initializations, the same
as for the CDR- and VD-mitigated optimization. For each noise level used to perform an extrapolation
to the zero-noise limit, we evaluate the cost function with Ny = 10000 shots. Consequently, the shot
cost of ZNE-mitigated cost function evaluation is n; N5 where n; is the number of noise levels. Here we

Accepted in { Yuantum 2024-01-03, click title to verify. Published under CC-BY 4.0. 52



investigate Nyt similar to Nyt for the noisy and CDR-mitigated optimization, i.e., Niot = (2—16) X 107
for n = 5, and Niot = (1 — 7) x 107 for n = 8. We have found that for considered here Nio; and n =5
values, our choice of N leads to a better quality of the ZNE-mitigated optimization than Ng = 1000
and N, = 100000.

ZNE is performed by CNOT identity insertions, and we consider noise levels amplified by factors
ap =1,a1 = 3,a2 = 5, i.e., a CNOT gate in the original circuit is replaced by a; CNOTs [98]. We use
linear extrapolation to obtain the ZNE-mitigated expectation values for each term in the Hamiltonian.
Such an extrapolation in the presence of more than two noise levels has been proposed to improve
the robustness of ZNE results [98] for realistic noise whose strength is challenging to scale accurately
and has been applied in real-hardware ZNE implementations [99]. Furthermore, we find that for
n =5 and Nyt = (1 — 10) x 107, using all three values of a; for linear extrpolation outperforms
ZNE-mitigated optimization with ag = 1, a; = 3. We also find that this choice outperforms an
approach with ap = 1, a1 = 3, as = 5 using quadratic extrapolation for the considered problem
parameters. We note that a detailed characterization of the effects of choice of the noise levels on
performance of ZNE-mitigated optimization is beyond the scope of this work. However, we explore a
range a hyperparameters in order to quickly gauge the power of a relatively simple ZNE approach in
comparison to CDR and VD approaches analyzed above.

We gather the results in Fig. 10 plotting the approximation ratio averaged over graph instances versus
Niot, the same as in Figs. 5, 6, 9, and comparing it to the noisy and CDR-mitigated results. For p = 2,
the ZNE-mitigated optimization gives results similar to the noisy one. For p = 4, the ZNE-mitigated
approximation ratios are slightly worse than the ones obtained by the noisy optimization.
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