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We propose a novel perspective on quantization, where the paths of a path-integral are not
random, but rather solutions of a geodesic equation in a random background. We show that this
change of perspective can be made mathematically equivalent to the usual formulations of non-
relativistic quantum mechanics. To conclude, we comment on conceptual issues, such as quantum
gravity coupled to matter and the quantum equivalence principle.
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I. PROLOGUE

Given the occasion, it seems appropriate to start with an analogy in terms of a thought experiment:
Imagine that you are sitting on a balloon and observing the motion of few people walking on a square. Surprisingly,
you do not see a smooth flow but rather a random zigzag. When trying to make sense of this crazy motion you might
conclude that the people are

a) actually drunk and are thus moving strangely on their own cause;

b) sober, but they have a hard time trying to move steadily since they are suffering from a massive earthquake,
which you in your safe balloon, can not perceive directly.

The first alternative a) of this analogy corresponds to intrinsic random motion of the path integral (PI) quantization [1].
The second alternative b) corresponds to random motion caused by a random background.

The idea of this short comment is that the paths of the PI could actually not be random by themselves, instead
they are the result of a law of motion. Different paths are imposed by different causes just like the poor people in the
above analogy. We will explore whether it is possible to cast the sum over random paths in the form of a sum over
“classical” paths driven by random causes. In classical physics, deflections from straight paths are associated to forces.
There are four known fundamental forces in nature: the electromagnetic-, weak-, strong-, and gravitational force. We
do not want to introduce an entirely new force to implement the above idea, thus we have to resort to one of these
four known forces. When making this choice, we recall the fact that the laws of quantum mechanics are universal in
the sense that all fields are quantized, regardless of their charge or mass. In terms of the path integral formulation,
this universality means that one has to integrate over all field configurations irrespective of their charge or their mass.
This observation singles out gravity as the only interaction which is universal in the same sense: “Geodesics of test
particles are independent of the particles charge and mass”. This is the reason why in the following discussion we
resort to gravity and not to other forces. We will show that non-relativistic quantum mechanics can be expressed as
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weighted sum over “quantum-geodesics” resulting from fluctuations of the background metric. Because of the above
analogy we call this approach earthquake quantization (EQQ) [2].

II. INTRODUCTION

A. What is a trajectory?

A classical trajectory (TJ) of a point particle associates to every given time a position. Throughout the history
of physics, this simple concept did suffer several serious contraventions such as: Particles are not point-like, time
and position are related themselves, and worst of all, the information one can get about positions and momenta
is limited by the laws of quantum mechanics (QM), just as it is the case in statistical mechanics. It is therefore
intriguing to re-examine the concept of trajectories within the framework of quantum mechanics. As it turns out,
different formulations of QM have a very different interpretation of “trajectories”. Nevertheless, independent of
the formulation, they all have to make sense of the fact that particle detectors “click” at certain times and certain
positions, which is the essence of the above definition of trajectory. Typical interpretations of trajectories in different
formulations of QM are the

• Standard [3, 4] (e.g. Kopenhagen): A TJ has NO intrinsic meaning, it is only a result of a macroscopic statistical
interpretation of the evolution of the wave-function ψ(x, t). Whether and how this wave-function behaves under
measurement (collapse, many worlds, ...) is subject of an additional discussion beyond our concern.

• Path integrals [5] (PI): TJ do “exist”, but they are neither determined by dynamical equations nor reduced to
a single path between the initial and final position of the particle. Instead, the weighted sum over all these
random paths dictates the evolution of the wave-function ψ(x, t).

• Stochastic mechanics [6–8] (SM): TJs do have intrinsic meaning, but the dynamics of all particles is governed
by a stochastic differential equation.

• De Broglie-Bohm theory [9, 10] (dBB): TJs do have intrinsic meaning. There exists a single path between the
initial and final position, which is determined by an equation of motion. This equation of motion, however, is
modified by the QM wave function ψ, called the pilot wave. The characteristic uncertainty of QM arises from
the condition that the probability density is related to the statistical density of possible paths.

In this note we extend this list by a new item:

• Earthquake quantization: The TJs in the proposed EQQ share properties of both PI and dBB. On the one
side a weighted sum over paths dictates the evolution of a wave-function, like in PI. On the other side these
paths are determined by an equation of motion (similar to dBB). This hybrid nature of the EQQ is shown in
the schematic figure 1. Whether this hybrid interpretation of trajectories can be linked to the many-worlds
interpretation [11], where the universal wavefunction is objectively real, remains to be investigated.

B. Construction of the non-relativistic path integral

The PI of the non-relativistic point particle can be built from the infinitesimal propagator

K(0)(x⃗i, 0; x⃗f ,∆t) =
( m

2iπℏ∆t

)3/2

exp

[
im

ℏ

∫ ∆t

0

dt′
˙⃗x2

2

]

=
( m

2iπℏ∆t

)3/2

exp

[
i

ℏ
Sℓ
if (∆t)

]
, (1)

where the integral in the exponential is trivial, because the particle in this infinitesimal construction travels on a
straight line between the initial x⃗i and the final point x⃗f

Sℓ
if (∆t) =

m(x⃗f − x⃗i)
2

2∆t
. (2)



4

FIG. 1. Conceptual map, showing the similarities and differences between dBB, PI, and EQQ. Blue paths are “drunken” (no
equation of motion (eom)), black paths are “sober” (with an eom).

Note, that (1) has a discretization ambiguity, which we fixed by imposing time ordering tf > ti. The transition to
finite time intervals is obtained by the recursive use of the infinitesimal Kolmogorov relation

K(0)(x⃗i, 0; x⃗f , 2∆t) =

∫
d3x1K(0)(x⃗i, 0; x⃗1,∆t)K(0)(x⃗1,∆t; x⃗f , 2∆t). (3)

This gives ( m

2iπℏt

)3/2

exp

[
i

ℏ
Sℓ
if (t)

]
= K(xi, 0;xf , t) =

∫
D̃x exp

[
i

ℏ
S

]
, (4)

where the action on the right hand side results from an integration along the “drunken” quantum path

S =

∫ t

0

dt′
m ˙⃗x2(t′)

2
. (5)

Note that in a strict mathematical sense, the integrals (4) do not converge unless one defines a careful treatment of
the infinities. For these more formal aspects we refer the reader to standard text books like [12].

The measure in (4) is defined as

∫
D̃x ≡

( m

2iℏπ∆t

)3/2 N∏
j=1

(∫
d3xj

( m

2iπℏ∆t

)3/2
)
, (6)

with tf − ti = N ·∆t. This measure differs from the more common definition with only d3x due to the normalization
factor

D̃x =
( m

2iπℏ∆t

) 3(N+1)
2 Dx. (7)

This definition is useful, since we want to express the right hand side of (4) in terms of an exponential of the action (5)
without further normalizations factors.
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C. Metric and geodesics in the non-relativistic limit

As outlined in the prologue, we are reinterpreting random motion in terms of a random force and since gravity is
the only known universal interaction, we expound this random force as result of a geodesic motion in a random metric
background. For an arbitrary metric field gµν(x) we can define deviations δgµν(x) from the flat Minkowski metric ηµν
as

gµν(x) = ηµν + δgµν(x). (8)

The motion of a point particle in such a background is given by the geodesic equation

d2xµ

ds2
= −Γµ

αβ

dxα

ds

dxβ

ds
. (9)

In the non-relativistic Newton limit this law of motion simplifies to

ẍj = −Γj
00 ≡ −Γj . (10)

For shorter notation in our purely non-relativistic analysis we defined the relevant terms of the affine connection as

a tri-dimensional vector Γ⃗ ≡ êjΓ
j
00 that plays the role of local and instantaneous force in the equation of motion (10).

This connection is given in terms of derivatives of the metric (8) as

Γ⃗ = ∂⃗
c2

2
δg00(x). (11)

Please note that, the connection Γµ
αβ is neither a vector, nor a tensor. Thus, using a vector arrow symbol in the

definition (11) is only justified in the non-relativistic low curvature limit, where it transforms accordingly.

D. Quantum and gravity

A lot has been said, but little is yet understood about the interplay between gravity and the laws of quantum
mechanics. Even more, in quantum-gravity, which is by itself a very hard topic [13], things get worse when one
tries to include matter into the picture [14]. There are numerous candidates for providing a valid theory of quantum
gravity, these formulations work with different fundamental degrees of freedom, such as the metric field gµν in the 2nd
order formalism, the connection Γµ

αβ in the 1st order formalism [15], non-commutative or other geometries [16–19],

or a one-dimensional string (for a review see e.g. [20]).
To the many open questions in this context we add another one: “Are geodesics in curved space-time truly classical,

or do they only appear classical because we measure them in the classical limit?” In the latter case, fluctuations of
gravity could be seen and used as the actual cause of the path history in (4), in this note on the EQQ we will consider
an integral over connections Γ.

III. EARTHQUAKE QUANTIZATION

Formally one can define the EQQ from the functional integral (4) and introducing an identity in terms of a functional

integral over the gravitational connection Γ⃗ and a functional delta function.

1 =

∫
DΓδ

[
Γ⃗− eom(x⃗)

]
. (12)

Note that above, δ[f(x⃗)] (with [·] brackets) refers to a functional delta function, while in the context of individual

time-slizes it is actually a “simple” delta function (with (·) brackets). The expression eom(x⃗) stands for −¨⃗x. The
functional delta δ enforces the condition that at each time-step x⃗ = x⃗(t) is also a solution of the equation of motion

(10) for every given value of the connection Γ⃗, including appropriate boundary conditions. Thus, a given x⃗ = x⃗s(t)

determines the connection Γ⃗(t), or inversely a given connection determines a solution x⃗s. With this, (4) can be
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rewritten as

K(x⃗i, 0; x⃗f , t) =

∫
D̃x · 1 · exp

[
i

ℏ
S(x, η)

]
(13)

=

∫
D̃x

∫
DΓ · δ

[
Γ⃗− eom(x⃗)

]
exp

[
i

ℏ
S(x, η)

]
=

∫
DΓJ exp

[
i

ℏ
S(x, η)

]
,

where in the last step we exchanged the order of integrations, to explicitly perform the functional integral over the

measure D̃x to obtain a Jacobian factor J =
(

Deom
D̃x

)−1

. Note that the exponentiated action is a function of the

trajectory x⃗(t) in flat Minkowski space-time S = S(x, η). The connections of curved space-time Γ⃗(t′) only come into
play when defining the trajectory.

A. Free particle propagator

To learn how the Jacobian with Deom
D̃x

is calculated explicitly let’s go back to the infinitesimal integral for two steps

(0 → ∆t→ 2∆t), like in the Kolmogorov relation (3).
To generate the zig-zag motion of the path-integral construction from a potential, one needs to define a connection

that is acting instantaneously at the intermediate time-steps. For the two-step example the intermediate time is at
t = ∆t, and hence we define

Γ⃗(x, t) ≡ γ⃗(x) · δ(t−∆t). (14)

If the equations of motion (10) are fulfilled, we have

¨⃗x = −γ⃗(x) · δ(t−∆t). (15)

To average this equation over one step size, we integrate from ∆t/2 to 3∆t/2 and divide by ∆t

¨⃗̄x = −γ⃗(t) 1

∆t
. (16)

If the particle follows a PI trajectory with x⃗1 as intermediate point, the averaged acceleration is kinematically defined
as

¨⃗x =
1

∆t

(
x⃗f − x⃗1

∆t
− x⃗1 − x⃗i

∆t

)
. (17)

Identifying (16) with (17) allows to read-off the relation between x⃗1 and the connection at t = ∆t

γ⃗1 =
2

∆t

(
x⃗1 − x⃗ℓ∆t

)
. (18)

Here

x⃗ℓ∆t =
x⃗i + x⃗f

2
, (19)

is the position at ∆t that corresponds to a straight undeflected line between initial x⃗i and final x⃗f . The infinitesimal
Kolmogorov relation with the explicit Jacobian in (13) reads then

K(xi, 0;xf , 2∆t) =

∫ +∞

−∞
d3γ⃗1

(
∆t

2

)3 ( m

2iπℏ∆t

)3(1+1)/2

exp

[
i

ℏ
(
Sℓ
i1(∆t) + Sℓ

1f (∆t)
)]
, (20)

where x⃗1 is the solution of (18)

x⃗1 = x⃗ℓ∆t + γ⃗1
∆t

2
. (21)



7

Note that due to (21), the exponentiated action on the right hand side of (20) is a function of x⃗i x⃗f , and γ⃗1(
Sℓ
i1(∆t) + Sℓ

1f (∆t)
)
= S(x⃗i x⃗f , γ⃗1,∆t) = m

(x⃗f − x⃗i)
2 + γ⃗21∆t

2

4∆t
, (22)

which has its minimum at γ⃗1 = 0. For finite time slicing ∆t → t/2, this relation allows to factorize the exponential
of the action of a straight line connecting x⃗i and x⃗f

exp

[
i

ℏ
Sℓ
if (t)

]
=

(
tm

2iπℏ

)3/2 ∫ +∞

−∞
d3γ⃗1 exp

[
i

ℏ
Sℓ
i1(t/2)

]
· exp

[
i

ℏ
Sℓ
1f (t/2)

]
. (23)

Now, one can subdivide all steps into two parts and iteratively insert the prescription (23) into itself. Repeating
this procedure n-times allows to construct a path integral with an even number of steps 2n and an odd number of
intermediate integrals N = 2n − 1. One finds

exp

[
i

ℏ
Sℓ
if (t)

]
=

∫
D̃γ exp

(
i

ℏ
S

)
, (24)

where the action integral on the right hand side is only a function of the initial and final position, the total time and
the intermediate connections S = S(x⃗i, x⃗f , γ⃗k, t) (22), resulting from the recursive insertion of

x⃗k =
x⃗k−1 + x⃗k+1

2
+ γ⃗k

∆t

2
(25)

into the discretized action. Further, the normalized integral measure is defined as∫
D̃γ ≡

(
tm

2iπℏ

) 3
2N N∏

k=1

(∫
d3γ⃗k

)
. (26)

The propagator corresponding to the path integral (24) is obtained by a multiplication with the normalization defined
in (1).

IV. CONTINUUM FORMULATION

The previous procedure can also be formulated directly in the continuum limit. We shall consider two examples
that can be explicitly solved exactly, in order to illustrate in detail the applicability of the EQQ procedure: (A) the
free particle case, and (B) the harmonic oscillator.

A. Free particle

Let us consider the path-integral representation of the propagator for the free particle

K(x⃗i, ti; x⃗f , tf ) =

∫ x(tf )=xf

x(ti)=xi

Dx exp

[
i

ℏ
S[x]

]
, (27)

where the action in this case is defined by the integral

S[x] =

∫ tf

ti

m

2

[
˙⃗x(t)

]2
(28)

In the continuum representation (27), the functional integral includes all trajectories that satisfy the specified boundary
conditions, i.e.

x⃗(t = ti) = x⃗i, x⃗(t = tf ) = x⃗f . (29)

Among those paths, we identify as usual the ”classical path” as the one satisfying the variational stationary action
principle δS = 0, subject to fixed boundary conditions Eq. (29), i.e. δx⃗(0) = δx⃗(tf ) = 0,

δS =

∫ tf

ti

{
d

dt

(
m ˙⃗x · δx⃗

)
−m¨⃗x · δx⃗

}
dt = −

∫ tf

ti

m¨⃗x · δx⃗ dt = 0 (30)
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Therefore, the ”classical path” is specified by the solution to the differential equation

−m¨⃗xcl(t) = 0, (31)

subject to the boundary conditions Eq. (29). Trivially, this solution is given by the function

x⃗cl(t) = x⃗i +
t− ti
tf − ti

(x⃗f − x⃗i) , (32)

that represents a trajectory with a constant velocity determined by the expression

˙⃗xcl(t) ≡ v⃗cl =
(x⃗f − x⃗i)

tf − ti
(33)

that connects the initial and final points of the finite propagator.
Quantum mechanics introduces random fluctuations with respect to such a straight classical path. One may wonder

about the physical interpretation of the origin of such fluctuations. Following our previous analysis, one may attribute

their source to a random fluctuating metric, whose effect is equivalent to a random force Γ⃗(t), such that the evolution
of the trajectory is a dynamical equation that incorporates such force,

−m¨⃗x(t) ≡ eom[x⃗(t)] = Γ⃗(t). (34)

Given the specified boundary conditions in Eq. (29), the solution to this differential equation is given by a linear
combination of the solution to the homogeneous problem Eq. (31) (which is nothing but the classical trajectory
according to Eq. (32)) and a convolution between the Green’s function for the linear operator and the impulsive
source,

x⃗(t) = x⃗cl(t) +

∫ tf

ti

dt′ĝ0(t, t
′)Γ⃗(t′). (35)

For the Green’s function, we may alternatively use the formal notation

ĝ0(t, t
′) = 1

[
−m d2

dt2

]−1

δ(t− t′). (36)

Therefore, the mathematical solution to Eq. (34) may be interpreted such that any arbitrary path x⃗(t) is defined by
a superposition of the classical path and an instantaneous fluctuation x⃗Q(t), i.e.

x⃗(t) = x⃗cl(t) + x⃗Q(t), (37)

where the fluctuation x⃗Q(t) is given explicitly by Eq. (35) in terms of the random force

x⃗Q(t) =

∫ tf

ti

dt′ĝ0(t, t
′)Γ⃗(t′) (38)

Clearly, by definition and given the fixed boundary conditions established by Eq. (29), such fluctuations must vanish
at the two ends of the path, i.e.

x⃗Q(ti) = 0, x⃗Q(tf ) = 0. (39)

Taking the first and second time-derivative of Eq. (37), we have the subsequent relations

˙⃗x(t) = ˙⃗xcl(t) + ˙⃗xQ(t)

−m¨⃗x(t) = −m¨⃗xQ(t) = Γ⃗(t), (40)

where we applied the classical equation of motion ¨⃗xcl(t) = 0.
Inserting the definition Eq. (37) into the action Eq. (28), we trivially obtain

S[x] =

∫ tf

ti

dt
m

2

[
˙⃗xcl(t) + ˙⃗xQ(t)

]2
=
m

2
v⃗2cl(tf − ti) +

m

2
v⃗cl ·

∫ tf

ti

˙⃗xQ(t)dt+

∫ tf

ti

m

2

[
˙⃗xQ(t)

]2
dt

=
m

2

(x⃗f − x⃗i)
2

tf − ti
−
∫ tf

ti

m

2
x⃗Q(t) · ¨⃗xQ(t) dt, (41)
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where the second term exactly vanishes given the boundary conditions Eq. (39) for the fluctuations, and we integrated
by parts to transform the third integral. Therefore, we have extracted the ”classical path” contribution to the
action, and the remaining part is pure ”quantum fluctuations”. The splitting into ”classical” (i.e. deterministic)
coordinates and ”quantum” fluctuations defined by Eq. (37) induces a corresponding redefinition of the functional
measure Dx = DxQ, such that the propagator in Eq. (27) becomes

K(x⃗i, ti; x⃗f , tf ) = e
im(x⃗f−x⃗i)

2

2ℏ(tf−ti)

∫ xQ(tf )=0

xQ(ti)=0

DxQ exp

[
− i

2ℏ

∫ tf

ti

mx⃗Q(t) · ¨⃗xQ(t) dt
]
. (42)

We can now insert into Eq. (42) the functional identity that enforces the dynamics of the random fluctuations as
defined by Eq. (40), ∫

DΓδ
[
−m¨⃗xQ(t)− Γ⃗(t)

]
= 1. (43)

Therefore, we have

K(x⃗i, ti; x⃗f , tf ) = e
im(x⃗f−x⃗i)

2

2ℏ(tf−ti)

∫
DΓ

∫ xQ(tf )=0

xQ(ti)=0

DxQ δ
[
−m¨⃗xQ(t)− Γ⃗(t)

]
exp

[
− i

2ℏ

∫ tf

ti

mx⃗Q(t) · ¨⃗xQ(t) dt
]

= e
im(x⃗f−x⃗i)

2

2ℏ(tf−ti)

∫
DΓ exp

[
i

2ℏ

∫ tf

ti

dt

∫ tf

ti

dt′ Γ⃗(t)ĝ0(t, t
′)Γ⃗(t′)

] ∫ xQ(tf )=0

xQ(ti)=0

DxQ δ
[
−m¨⃗xQ(t)− Γ⃗(t)

]
,

(44)

where in the second line we used the functional delta to express the explicit solution for x⃗Q(t) after Eq. (38). We
notice, as before, that the second integral reduces to a functional determinant of the differential operator that defines
the equation of motion eom[x⃗Q] = −m¨⃗xQ(t), i.e.∫ xQ(tf )=0

xQ(ti)=0

DxQ δ
[
−m¨⃗xQ(t)− Γ⃗(t)

]
=

[
Deom[x⃗Q]

Dx⃗Q

]−1

=

(
Det

[
−1m

d2

dt2

])−1

, (45)

which (calculated explicitly in Appendix A) turns out to be independent of the random force Γ⃗(t), and hence can be
factored out. Therefore, we arrive at the desired conceptual form of the propagator,

K(x⃗i, ti; x⃗f , tf ) = e
im(x⃗f−x⃗i)

2

2ℏ(tf−ti)

[
Deom[x⃗Q]

Dx⃗Q

]−1 ∫
DΓ exp

[
i

2ℏ

∫ tf

ti

dt

∫ tf

ti

dt′ Γ⃗(t)ĝ0(t, t
′)Γ⃗(t′)

]
, (46)

where clearly there is an explicit overall phase given by the action at the classical trajectory, and an additional
amplitude depending on a gaussian path-integral over the configurations of the random force, with a kernel ĝ0(t− t′)
corresponding to the Green’s function for the operator that defines the time-evolution under such a random force, i.e.
Eq. (36).

We can complete the analysis of this case, by calculating the remaining Gaussian functional integral over the random

force Γ⃗(t), that reduces to∫
DΓ exp

[
i

2ℏ

∫ tf

ti

dt

∫ tf

ti

dt′ Γ⃗(t)ĝ0(t, t
′)Γ⃗(t′)

]
= N (tf − ti)

(
Det

[
−1m

d2

dt2

])1/2

, (47)

where N (tf − ti) is the normalization factor for the path-integral measure. Therefore, the final result in Eq. (42) is

K(x⃗i, ti; x⃗f , tf ) = e
im(x⃗f−x⃗i)

2

2ℏ(tf−ti) N (tf − ti)

(
Det

[
−1m

d2

dt2

])−1/2

. (48)

Finally, the normalization factor is determined by the condition

N (tf − ti)

(
Det

[
−1m

d2

dt2

])−1/2

=

(
m

2iπℏ(tf − ti)

)3/2

. (49)

This expression, that fixes the normalization factor, will be applied in our next explicit example.
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B. The harmonic potential

It is interesting to check that the procedure presented in the previous section, including the normalization in
Eq. (49), can be correctly applied to reproduce the propagator for another well known example, the case of a particle
submitted to a harmonic potential. In this case, we have that the action is given by

S[x] =

∫ tf

ti

{
m

2

[
˙⃗x(t)

]2
− mΩ2

2
[x⃗(t)]

2

}
dt, (50)

with specified boundary conditions as in Eq. (29). The classical path, in this case, follows again from the variational
principle,

δS =

∫ tf

ti

{
d

dt

(
m ˙⃗x · δx⃗

)
−m¨⃗x · δx⃗−mΩ2x⃗(t) · δx⃗

}
dt = −

∫ tf

ti

(
m¨⃗x+mΩ2x⃗(t)

)
· δx⃗ dt = 0. (51)

The ”classical path” is then a solution to the deterministic, homogeneous differential equation

−m¨⃗xcl −mΩ2x⃗cl = 0, (52)

subject to the boundary conditions Eq. (29). The explicit analytical solution is then given by the function

x⃗cl(t) =
x⃗i sin (Ω(tf − t)) + x⃗f sin (Ω(t− ti))

sin (Ω(tf − ti))
. (53)

As in our previous example, we may attribute the existence of fluctuations to an arbitrary path with respect to the

classical trajectory, due to the presence of a random force (fluctuations in the metric) Γ⃗(t), such that the actual
trajectories are the solutions to the inhomogeneous differential equation

−m¨⃗x(t)−mΩ2x⃗(t) = Γ⃗(t). (54)

The solution to this inhomogeneous differential equation is given by a linear combination of the solution to the
homogeneous problem (again, just the classical Eq. (53)) and a convolution of the impulsive force with the Green’s
function of the equation of motion

x⃗(t) = x⃗cl(t) +

∫ tf

ti

dt′ĝΩ(t, t
′)Γ⃗(t′) ≡ x⃗cl(t) + x⃗Q(t), (55)

where in this case we have the formal definition

ĝΩ(t, t
′) = 1

[
−m d2

dt2
−mΩ2

]−1

δ(t− t′). (56)

Let us now consider an actual path, which as stated before may be interpreted as a superposition of the ”classical
path” and the random fluctuation, x⃗(t) = x⃗cl(t) + x⃗Q(t), such that

˙⃗x(t) = ˙⃗xcl(t) + ˙⃗xQ(t)

−m¨⃗x(t)−mΩ2x⃗(t) = −m¨⃗xQ(t)−mΩ2x⃗Q(t) = Γ⃗(t). (57)

Evaluating the action for any such trajectories, after some algebra we have

S[x] = S[x⃗cl(t) + x⃗Q(t)] = S[x⃗cl(t)] +
1

2

∫ tf

ti

dt x⃗Q(t) ·
(
−m¨⃗xQ(t)−mΩ2x⃗Q(t)

)
, (58)

where we obtained the action for the classical path

S[x⃗cl(t)] =
mΩ

2

[(
x⃗2f + x⃗2i

)
cot (Ω(tf − ti))− 2

x⃗i · x⃗f
sin (Ω(tf − ti))

]
(59)

Therefore, as in our previous example, the path-integral representation for the propagator becomes

K(x⃗i, ti; x⃗f , tf ) = e
i
ℏS[x⃗cl(t)]

∫ xQ(tf )=0

xQ(ti)=0

DxQ exp

[
i

2ℏ

∫ tf

ti

dt x⃗Q(t) ·
(
−m¨⃗xQ(t)−mΩ2x⃗Q(t)

)]
. (60)



11

Now, we can introduce the explicit dynamics for the fluctuations x⃗Q(t) via the functional integral identity∫
DΓδ

[
−m¨⃗xQ(t)−mΩ2x⃗Q(t)− Γ⃗(t)

]
= 1, (61)

such that after similar manipulations as in the previous case, we obtain

K(x⃗i, ti; x⃗f , tf ) = e
i
ℏS[x⃗cl(t)]

∫
DΓe

i
2ℏ

∫ tf
ti

dt
∫ tf
ti

dt′ Γ⃗(t)ĝΩ(t,t′)Γ⃗(t′)

∫ xQ(tf )=0

xQ(ti)=0

DxQ δ
[
−m¨⃗xQ(t)−mΩ2x⃗Q(t)− Γ⃗(t)

]
= e

i
ℏS[x⃗cl(t)]

[
Deom[x⃗Q]

Dx⃗Q

]−1 ∫
DΓ exp

[
i

2ℏ

∫ tf

ti

dt

∫ tf

ti

dt′ Γ⃗(t)ĝΩ(t, t
′)Γ⃗(t′)

]
. (62)

Here, for eom[xQ(t)] ≡ −m¨⃗xQ(t)−mΩ2x⃗Q(t), we applied the explicit result∫ xQ(tf )=0

xQ(ti)=0

DxQ δ
[
−m¨⃗xQ(t)−mΩ2x⃗Q(t)− Γ⃗(t)

]
=

[
Deom[x⃗Q]

Dx⃗Q

]−1

=

(
Det

[
1

(
−m d2

dt2
−mΩ2

)])−1

. (63)

Clearly, the representation Eq. (62) for the propagator represents an analogous conceptual form as in the free-particle
case, i.e. a phase given by the classical action, and an amplitude expressed as a Gaussian functional integral over the

random force Γ⃗(t), whose kernel is now provided by the corresponding Green’s function in Eq. (56).
Let us now complete this example, by evaluating the remaining Gaussian integral over the noise, to obtain (using

the formal definition Eq. (56) of the Green’s function),∫
DΓ exp

[
i

2ℏ

∫ tf

ti

dt

∫ tf

ti

dt′ Γ⃗(t)ĝΩ(t, t
′)Γ⃗(t′)

]
= N (tf − ti)

(
Det

[
1

(
−m d2

dt2
−mΩ2

)])1/2

, (64)

with the same overall normalization factor defined in Eq. (49). Therefore, substituting these results, the final explicit
expression for the propagator is

K(x⃗i, ti; x⃗f , tf ) = e
i
ℏS[x⃗cl(t)]N (tf − ti)

(
Det

[
1

(
−m d2

dt2
−mΩ2

)])−1/2

= e
i
ℏS[x⃗cl(t)]

(
m

2iπℏ(tf − ti)

)3/2

(
Det

[
1
(
−m d2

dt2 −mΩ2
)])−1/2

(
Det

[
1
(
−m d2

dt2

)])−1/2
(65)

As shown in detail in the Appendix A, the ratio between the functional determinants is given by(
Det

[
1
(
−m d2

dt2 −mΩ2
)])−1/2

(
Det

[
1
(
−m d2

dt2

)])−1/2
=

(
sin (Ω(tf − ti))

Ω(tf − ti)

)−3/2

, (66)

and hence the propagator finally reduces to the exact (and well-known) expression

K(x⃗i, ti; x⃗f , tf ) =

(
mΩ

2π iℏ sin (Ω(tf − ti))

)3/2

exp

[
imΩ

2ℏ

[(
x⃗2f + x⃗2i

)
cot (Ω(tf − ti))− 2

x⃗i · x⃗f
sin (Ω(tf − ti))

]]
(67)

C. Propagator for generic potentials

A direct solution of the path integral with external potentials is typically only possible in special cases, such as the
harmonic oscillator. For the other cases, one has to recur to perturbation theory. Here, we will follow the notation of
the classic book [21].

To show that EQQ is compatible with generic (weak) potentials we start of with the standard definition of the
Kernel

KV (x⃗i, ti; x⃗f , tf ) =

∫
Dx exp

[
i

ℏ

∫ tf

ti

dt′

{
m

˙⃗x2

2
− V (x⃗, t′)

}]
. (68)
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Note that we take the potential as a result of an external non-gravitational interaction, but it could also arise if one
expands (8) around a non-flat background metric gbgµν instead of the flat ηµν . For sufficiently small potentials, we
expand the exponential containing the potential

exp

[
− i

ℏ

∫ tf

ti

dsV (x⃗, s)

]
= 1− i

ℏ

∫ tf

ti

dsV (x⃗, s) +
1

2ℏ2

(∫ tf

ti

dsV (x⃗, s)

)2

+ . . . (69)

Inserting this back into (68) we can write the propagator as

KV (x⃗i, ti; x⃗f , tf ) = K0(x⃗i, ti; x⃗f , tf ) +K(1)(x⃗i, ti; x⃗f , tf ) +K(2)(x⃗i, ti; x⃗f , tf ) + . . . . (70)

The first term in this series expansion is given by (4). Let’s now illustrate how the following terms are treated by
examining K(1). By commuting the integration order between ds↔ dxi we can write

K(1)(x⃗i, ti; x⃗f , tf ) = − i

ℏ

∫ tf

ti

ds Fs (71)

with

Fs =

∫
Dx exp

[
im

ℏ

∫ tf

ti

dt′
˙⃗x2

2

]
· V (x⃗(s), s) . (72)

Without loss of generality, and for the sake of notational simplicity, from now on we set ti = 0 and tf ≡ t. Now we
discretize the time intervals and realize that all time steps before t′ = s are just an integration of the exponential
of the free particle, just like all integrals after t′ = s. For these, we can thus use the EQQ path integral (20). The
remaining position integral is

Fs =

∫
d3xs

(
−4m2

π2ℏ2s(t− s)

) 3
2

exp

[
im

2ℏ

(
(x⃗s − x⃗i)

2

s
+

(x⃗f − x⃗s)
2

t− s

)]
V (x⃗s) . (73)

The exponentials only contain straight lines with two different velocities before and after the transition time s.
This velocity-change can, in analogy to the previous section, be calculated from a PI perspective (17) and from the
perspective of the equations of motion (16). Now, the difference is that the time variable s is not right in the middle
of the total time t. Thus, the PI definition of average acceleration becomes

¨⃗̄x =
2

t

(
x⃗f − x⃗s
t− s

− x⃗s − x⃗i
s

)
, (74)

and the definition according to the equations of motion can be obtained from integrating (15) from s/2 to s+(t−s)/2
and dividing t/2

¨⃗̄x = −γ⃗s
2

t
. (75)

Comparing (74) with (75) yields the needed relation between x⃗s and γ⃗s

γ⃗s =
t

s(t− s)

(
x⃗s − x⃗ℓs

)
. (76)

This is the generalization of the previous relation (18), now for the case of different lengths of the time steps of the
foliation. Thus, with the help of (76) we can write the integrand of (73) purely in terms of (x⃗i, x⃗f , and γ⃗s) giving

Fs =

∫
d3γs

(
−4m2s(t− s)

π2ℏ2t2

) 3
2

exp

[
im

2ℏ

(
(x⃗s − x⃗i)

2

s
+

(x⃗f − x⃗s)
2

t− s

)]
V (x⃗s) . (77)

The above steps and definitions can now be applied to all following terms in the expansion of the propagator (70),
providing an EQQ prescription for arbitrary potentials.
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D. Schrödinger equation

The propagators (68) can be used to determine the evolution of a wave function

ψ(x⃗f , t+ δt) =

∫
d3xiKV (xi, t;xf , t+ δt)ψ(x⃗i, t) (78)

=

∫
d3xi

( m

2iπℏδt

)3/2

exp

(
i

ℏ
m
(x⃗f − x⃗i)

2

2δt

)
exp

(
− i

ℏ
V

(
x⃗f + x⃗i

2

)
δt

)
ψ(x⃗i, t).

Now, we introduce the EQQ connections at the initial time

Γ⃗(t′) = γ⃗iδ(t
′ − t). (79)

These produce the velocity kicks, which determine the relation between initial and final velocities and positions

v⃗f = v⃗i − γ⃗i (80)

x⃗f = x⃗i + v⃗fδt. (81)

With this, we can change the d3xi integration to a d3γi integration, yielding

ψ(x⃗f , t+ δt) =

∫
d3γi

(
mδt

2iπℏ

)3/2

(82)

exp

(
i

ℏ
m(v⃗i − γ⃗i)

2δt

)
exp

(
− i

ℏ
V

(
x⃗f − v⃗i − γ⃗i

2
δt

)
δt

)
ψ (x⃗f − (v⃗i − γ⃗i)δt, t) .

This is the EQ version of relation (78). Interestingly, it seems to suggest that the evolved wave function at t + δt
depends on the velocity of the paths at t. This dependence is, however, fictitious. To see this, we will now use the
integral relation (82) for the evolution of wave functions to derive a differential eqution with the same purpose, the
Schrödinger equation. For this, we adapt the usual steps outlined in [21]. First, we replace d3γ by a new integration
variable

ω⃗ = (v⃗i − γ⃗i)δt. (83)

This simplifies the Gaussian integral. Second, we expand one of the exponentials for small potentials and small δt

exp

(
− i

ℏ
V

(
x⃗f − v⃗i − γ⃗i

2
δt

)
δt

)
≈ 1− i

ℏ
V (x⃗f )δt. (84)

Third, we expand the wave function for small δt

ψ̃ (x⃗f − (v⃗i − γ⃗i)δt, t) ≈ ψ̃ (x⃗f , t)− ω⃗ · ∇⃗ψ̃ (x⃗f , t) +
1

2
ωjωk∇j∇kψ̃ (x⃗f , t) . (85)

After performing the integral in d3ω = (δt)3d3γi, (82) reads

ψ(x⃗f , t+ δt) =

(
1− iV (x⃗f )

δt

ℏ
+ i

ℏδt
2m

∇⃗2

)
ψ (x⃗f , t) (86)

Then we pull ψ̃(x⃗f , t) to the left, and multiply by iℏ/δt. This gives, in the limit of δt → 0, the familiar Schrödinger
equation

iℏ∂tψ(x⃗f , t) =
(
− ℏ2

2m
∇⃗2 + V (x⃗f )

)
ψ(x⃗f , t). (87)

E. Ehrenfest principle and classical equation of motion

Let us consider a generic functional of the particle trajectory, F [x⃗(t)]. Its expectation value, from the path-integral
formulation, is given by the formal expression

⟨F⟩ =
∫

Dx e i
ℏS[x⃗(t)]F [x⃗(t)], (88)
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where we consider the generic non-relativistic action for an external potential V (x⃗)

S[x⃗(t)] =

∫ tf

ti

{m
2
˙⃗x2 − V (x⃗(t))

}
dt. (89)

If we now consider a small variation of the tajectory x⃗(t) → x⃗(t) + η⃗(t), the measure of the path integral Dx remains
invariant, and hence we have (expanding up to first order in η⃗(t))

⟨F⟩ =

∫
Dx e i

ℏS[x⃗(t)+η⃗(t)]F [x⃗(t) + η⃗(t)]

=

∫
Dx e i

ℏS[x⃗(t)]

{
F [x⃗(t)] +

∫
dsη⃗(s) · δF

δx⃗(s)
+
i

ℏ
F [x⃗(t)]

∫
dsη⃗(s) · δS

δx⃗(s)

}
(90)

Upon separating the three terms on the right hand side, and exchanging the order of integration, we recover expression

⟨F⟩ = ⟨F⟩+
∫
dsη⃗(s) ·

[
⟨ δF
δx⃗(s)

⟩+ i

ℏ
⟨ δS

δx⃗(s)
F⟩

]
(91)

Cancelling out the term ⟨F⟩ on both sides, and considering that the variation η⃗(s) is arbitrary, we conclude

⟨ δF
δx⃗(s)

⟩ = − i

ℏ
⟨ δS

δx⃗(s)
F⟩ (92)

For the action defined in Eq.(89), the variation is (for fixed initial x⃗(ti) = x⃗i and final x⃗(tf ) = x⃗f points)

δS

δx⃗(s)
= −m¨⃗x(s)−∇V (x⃗(s)) (93)

which substituted into Eq.(92) yields

⟨ δF
δx⃗(s)

⟩ = i

ℏ
⟨
{
m¨⃗x(s) +∇V (x⃗(s))

}
F⟩ (94)

In particular, for the choice F = 1 into Eq.(94), we recover the classical limit of the equation of motion at the level
of the expectation values, a manifestation of Ehrenfest’s principle

m⟨¨⃗x(s)⟩ = −⟨∇V (x⃗(s))⟩ (95)

Even though the previous argument was formulated via the measure Dx⃗ of the path integral in coordinates space,
the same conclusion follows if, as discussed in the previous section, we change the integration variables to incorporate
the random velocity kicks between consecutive time steps, i.e. x⃗k+1 = x⃗k + γ⃗kδt, and d

3x⃗k = (δt)3d3γ⃗k, which in the
continuum limit is performed via the jacobian functional determinant that rescales the measure Dx→ DΓ.
Let us now consider the relativistic covariant action for the single-particle

S = −mc
∫ f

i

√
gµν

dxµ

dτ

dxν

dτ
dτ. (96)

Here, closely following the argument in Section C, we shall assume that the metric is a superposition of a deterministic

classical background and a random local fluctuation, i.e. gαβ(x) = gαβBG(x) + δgαβ(x). For this purpose, it is more
convenient to write Eq.(94) directly as a general relation between functional variations

⟨δF⟩ = − i

ℏ
⟨δS F⟩ (97)

Now, following the usual procedure to variate the relativistic action in Eq. (96) that involves the variation of the
background metric gµνBG(x) due to the variation of the trajectories δxµ (with fixed endpoints, see Appendix for
algebraic details), one obtains

δS = mc

∫ f

i

{
gBG,µν

d2xν

dτ2
+

1

2

dxα

dτ

dxν

dτ
(∂αgBG,µν + ∂νgBG,µα − ∂µgBG,αν)

}
δxµdτ

= mc

∫ f

i

{
gBG,µβ

(
d2xβ

dτ2
+ Γβ

αν

dxα

dτ

dxν

dτ

)}
δxµdτ, (98)
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where in the last line we identified the Christoffel symbol for the background metric gµνBG

Γβ
αν =

1

2
gµβBG (∂αgBG,µν + ∂νgBG,µα − ∂µgBG,αν) . (99)

By inserting Eq. (98) into Eq. (97), and choosing as before F = 1, we obtain

⟨δS⟩ = 0 = mc

∫ f

i

〈
gBG,µβ

(
d2xβ

dτ2
+ Γβ

αν

dxα

dτ

dxν

dτ

)〉
δxµdτ, (100)

which implies the geodesic equation at the level of the expectation value〈
gBG,µβ

(
d2xβ

dτ2
+ Γβ

αν

dxα

dτ

dxν

dτ

)〉
= 0, (101)

in agreement with Ehrenfest’s principle, just as in the non-relativistic case.

F. Discussion

When realizing our proofs, we basically just performed a series of changes of variables, re-definitions, and mathe-
matical identities to the usual PI quantization. Further, the integrals over connections always involve the previous
and subsequent position and thus, a multi-step application can make the algebra more cumbersome.

“So what is the point”?

The benefit and new insight is not in the mathematical steps, but in the largely different conceptual meaning: The
EQQ in flat space-time can be interpreted as an integral over geodesics in a space-time with virtual deformations at
intermediate times. These deformations occur at all points in space-time, but according to the definition (26) they are
reduced to a functional integral over the fluctuating component of the connections δΓ, that hence may be interpreted
in the low-curvature Newtonian limit as an effective stochastic force. Thus, EQQ shares this idea with the stochastic
quantization method, where also vacuum or spacetime fluctuations are the reason for quantum mechanics [6–8], even
though the realization is different.

As they stand, all of these results are just a change of perspective of things that are already known. Below, we want
comment on possible consequences of this “change of perspective” for other approaches and future developments.
Naturally, those comments about the future are more far fetched. We recommend the reader to take them with a
good measure of scepticism and care:

Relating two different functional integrals in this way, e.g. with a functional delta like in (13) will have consequences
for all programs which attempt to quantize geometric degrees of freedom Γ and matter fields ϕ [14, 22], e.g. in terms
of seemingly independent functional integrals ∫

DΓ

∫
Dϕ e i

ℏS . . . (102)

Imposing a δ[·] restriction in (102) will reduce the functional measure and eventually help to avoid infinities. This is
reminiscent of the mechanism that renders delta gravity finite [23, 24]. Further similarities of our proposal exist to a line
of research which explores the possibility of understanding quantum mechanics in terms of geometric concepts [25, 26].

In addition to this, there are other intriguing and philosophical aspects of the EQQ that we’d like to touch on.

• Background resolution vs. particle resolution:
The first comment comes from the hypothesis that the motion of a quantum particle is caused by fluctuating
local curvatures. This motion only appears to be erratic, since it is perceived from the macroscopic perspective
of a flat background. The perspective of a flat background is accounted for by the fact that the actions, which
enter in the exponential weight of the curvature integrals (24), are actually free actions in flat space-time. If it
would be possible to increase the δt resolution below the scale of the space-time fluctuations (the Planck scale?),
then the measurement would be aware of the local changes γ⃗i. This would imply that the local experiment
would actually co-move with the point particle. In this extreme case, the exponential action should also contain

the effects of the local Γ⃗i.
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• Equivalence principle (EP):
The second comment relates to the EP, which states that “the effects of gravity in terms of a particular back-
ground metric and the effects of acceleration are indistinguishable” [27]. By many, the EP is seen as the concep-
tual corner stone of GR. Vexatiously, the EP in this form is already in conflict with simple quantum mechanics
(QM), even at “mesoscopic” distance scales (scales far bigger than the Planck length, but small enough to be
sensitive to quantum effects). For example, one of the challenges in reconciling the EP with QM is the fact
that quantum mechanics allows for the possibility of superpositions, which are combinations of different states
that can interfere with each other. This can lead to scenarios where the two particle states, such as being at
rest or being accelerated are superimposed at mesoscopic scales, while the above EP needs to relate to a metric
and thus demands to pick one of the two states. The obvious way out of this dilemma would be to allow for
metric superpositions at mesoscopic scales. This, however, could mean to release the beast of quantum gravity
at distance scales much larger than the Planck scale. There are numerous attempts to reformulate the EP, to a
quantum version (QEP) in such a way that it is at least compatible with QM at mesoscopic scales [28–30]. The
EQQ approach might add to this discussion since it can be cast into the statement: “The random motion of PI’s
is indistinguishable from geodesic motion caused by random gravitational fluctuations”. This is a new candidate
for a QEP since the classical limit of QM paths leads to classical paths with accelerations and the classical
limit of gravitational fluctuations leads to macroscopic classical curvature. Thus, we are tempted to conjecture
that the macroscopic classical limit of this QEP-candidate is the usual EP. Even more, this QEP-candidate has
the advantage, that it is formulated at the level of paths in the amplitude. As such, it naturally allows for
superposition and avoids the usual conflicts of the classical EP with superposition and non-locality of the wave
function. Interestingly, it has recently been argued that the evolution of states in a superposition of spacetimes
is equivalent to an evolution of superposed states in classical spacetime [31].

V. CONCLUSION AND OUTLOOK

We have shown, that it is possible to formulate non-relativistic QM in terms of an integral over geodesic paths on
a random background instead of an integral over random free paths on a flat background. This novel perspective
introduces a wealth of new questions and opportunities for further exploration, including the generalization to systems
with many particles, particles possessing spin, relativistic point particles [32–35], quantum field theory, and even the
coupling of quantum gravity with matter.
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Appendix A: Functional determinants

In this section, we shall present a detailed calculation of two functional determinants that emerge in the explicit
examples presented in the text. Such calculation involves the solution of the Sturm-Liouiville eigenvalue problem
associated to each linear differential operator.

1. Free particle case

We seek for the eigenvalues λ and eigenfunctions ψλ(t) of the Sturm-Liouiville problem

−m d2

dt2
ψλ(t) = λψλ(t)

ψλ(ti) = ψλ(tf ) = 0. (A1)

The general solution can be written as the linear combination

ψλ(t) = Aλ sin
(√

λ/m(t− ti)
)
+Bλ cos

(√
λ/m(t− ti)

)
. (A2)
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Now, applying the first boundary condition leads to

ψλ(ti) = Bλ = 0, (A3)

while subsequently applying the second boundary condition

ψλ(tf ) = Aλ sin
(√

λ/m(tf − ti)
)
= 0. (A4)

This equation possesses nontrivial solutions Aλ ̸= 0 if√
λn/m =

nπ

tf − ti
, (A5)

for n = 1, 2, . . . ,∞. Therefore, the formal expression for the associated functional determinant is given by the product
of such eigenvalues, to the power of the dimensionality of the identity (d = 3 in our examples)

Det

[
−1m

d2

dt2

]
=

[ ∞∏
n=1

λn

]3

=

[ ∞∏
n=1

m

(
nπ

tf − ti

)2
]3

. (A6)

This expression is clearly divergent, and hence the importance of the role of the overall normalization factor in the
path-integral measure. Nevertheless, as we shall see in the second example, a ratio between two such functional
determinants indeed leads to a well defined, finite limit.

2. The harmonic potential

In this second example, we seek for the eigenvalues λ, and corresponding eigenfucntions ψλ(t), for the Sturm-
Liouville problem

−m d2

dt2
ψλ(t)−mΩ2ψλ(t) = λψλ(t)

ψλ(ti) = ψλ(tf ) = 0. (A7)

The general solution is now given by the linear combination

ψλ(t) = Aλ sin
(√

Ω2 + λ/m(t− ti)
)
+Bλ cos

(√
Ω2 + λ/m(t− ti)

)
. (A8)

Now, applying the first boundary condition, we obtain

ψλ(ti) = Bλ = 0. (A9)

Now, by applying the second boundary condition, we are lead to the equation

ψλ(tf ) = Aλ sin
(√

Ω2 + λ/m(tf − ti)
)
= 0. (A10)

This equation possesses nontrivial solutions Aλ ̸= 0 if√
Ω2 + λn/m =

nπ

tf − ti
, (A11)

for n = 1, 2, . . . ,∞. Therefore, the formal expression for the associated functional determinant is given in this case
by

Det

[
1

(
−m d2

dt2
−mΩ2

)]
=

[ ∞∏
n=1

λn

]3

=

[ ∞∏
n=1

{
m

(
nπ

tf − ti

)2

−mΩ2

}]3

. (A12)

We notice that this is again a divergent quantity. Nevertheless, after the overall normalization of the path-integral is
defined by Eq. (49), we just need the ratio between the two functional determinants, which is(

Det
[
1
(
−m d2

dt2 −mΩ2
)])−1/2

(
Det

[
1
(
−m d2

dt2

)])−1/2
=

 ∞∏
n=1


m

(
nπ

tf−ti

)2

−mΩ2

m
(

nπ
tf−ti

)2



−3/2

=

[ ∞∏
n=1

{
1− (Ω(tf − ti)/π)

2

n2

}]−3/2

.(A13)
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Clearly, this ratio is now a convergent product, after the general identity

sin(πz)

πz
=

∞∏
n=1

{
1− z2

n2

}
. (A14)

Therefore, we finally obtain the desired result(
Det

[
1
(
−m d2

dt2 −mΩ2
)])−1/2

(
Det

[
1
(
−m d2

dt2

)])−1/2
=

(
sin (Ω(tf − ti))

Ω(tf − ti)

)−3/2

. (A15)

Appendix B: Variation of the relativistic action for the point particle

The action of the relativistic point particle is invariant under under parameterization of the trajectories, so we can
write (for the backgorund metric gBG,µν(x))

S = −mc
∫ f

i

√
gBG,µν(x)

dxµ

dλ

dxν

dλ
dλ (B1)

Performing a variation, we have

δS = −mc
2

∫ f

i

δ
(
gBG,µν(x)

dxµ

dλ
dxν

dλ

)√
gBG,µν(x)

dxµ

dλ
dxν

dλ

dλ (B2)

By defining the proper time dτ , we have

dλ

dτ
=

1√
gBG,µν(x)

dxµ

dλ
dxν

dλ

, (B3)

such that Eq. (B2) becomes

δS = −mc
2

∫ f

i

δ

(
gBG,µν(x)

dxµ

dλ

dxν

dλ

)
dλ

dτ
dλ

= −mc
2

∫ f

i

[
dxµ

dλ

dxν

dτ
δgBG,µν + 2gBG,µν

d (δxµ)

dλ

dxν

dτ

]
dλ (B4)

The variation of the background metric is given by δgBG,µν(x) = ∂αgBG,µν δx
α, such that we can write Eq. (B4) as

(upon changing the integration variable λ→ τ)

δS = −mc
2

∫ f

i

[
dxµ

dτ

dxν

dτ
∂αgBG,µν δx

α − 2δxµ
d

dτ

(
gBG,µν

dxν

dτ

)
+

d

dτ

(
2gBG,µν δx

µ dx
ν

dτ

)]
dτ. (B5)

The last term on the right hand side of Eq. (B5) is a boundary term, that vanishes if the endpoints of the trajectory
remain fixed, i.e. δxµ(i) = 0, δxµ(f) = 0. Further expanding the derivative in the second term, and collecting common
factors, we arrive at

δS = mc

∫ f

i

[
gBG,µν

d2xν

dτ2
+ ∂αgBG,µν

dxα

dτ

dxν

dτ
− 1

2
∂µgBG,αν

dxα

dτ

dxν

dτ

]
δxµdτ. (B6)

Now, using the trivial identity

∂αgBG,µν
dxα

dτ

dxν

dτ
=

1

2
(∂αgBG,µν + ∂νgBG,µα)

dxα

dτ

dxν

dτ
, (B7)

into Eq. (B6), we finally obtain the result presented in Eq. (98) in the main text

δS = mc

∫ f

i

[
gBG,µν

d2xν

dτ2
+

1

2

dxα

dτ

dxν

dτ
(∂αgBG,µν + ∂νgBG,µα − ∂µgBG,αν)

]
δxµdτ (B8)
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