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Quantum machine learning techniques have been proposed as a way to potentially enhance performance in machine learning applications. In this paper, we introduce two new quantum methods for neural networks. The first method is quantum-assisted neural networks, where a quantum computer is used to perform inner product estimation for inference and training of classical neural networks. The second is a quantum orthogonal neural network, which is based on a quantum pyramidal circuit as the building block for implementing orthogonal matrix multiplication. We provide an efficient way for training such orthogonal neural networks; novel algorithms are detailed for both classical and quantum hardware, where both are proven to scale asymptotically better than previously known training algorithms. Extensive experiments applied to medical image classification tasks using current state of the art quantum hardware are presented, where different quantum methods are compared with classical ones, on both real quantum hardware and simulators. Our results show that the proposed quantum networks generate similar level of accuracy compared with classical neural networks while demonstrating competitive scalability, supporting the promise that quantum methods can be useful in solving visual tasks, given the advent of better quantum hardware.

1 Introduction

The possibility to perform machine learning tasks using quantum computers has been an area of extensive research in the past few years, and a number of different avenues of research have emerged. At the high level, machine learning is made of three key ingredients: data domain, hypothesis family, and the learning algorithm. In this context, quantum machine learning can have different meanings depending on which parts remain classical or become quantum. A short overview is provided in the following, where the different variants of quantum machine learning are outlined.

Related Work

At the advent of quantum computing, research has focused on long-term quantum machine learning applications with a traditional computer science and linear algebraic approach, assuming the existence of a full-scale fault-tolerant quantum computer. The data sets and the hypothesis family are classical, and a quantum computer is used to assist in the learning phase, aiming at speeding up the process. Indeed, it has been shown that quantum algorithms using ideas from the HHL algorithm [1] and Phase Estimation could speed up core applications of classical machine learning, for example Principal Component Analysis, Support Vector Machines, Recommendation systems, Topological Data Analysis, or clustering [2, 3, 4, 5, 6]. These quantum algorithms perform to a large extent the same linear algebraic operations as the corresponding classical algorithms, while providing a provable speedup on the computation time in cer-
Convolutional Neural Networks defined in [26], network and a VQC. Take for instance, Quantum classical neural networks, one cannot easily find deed, while these VQCs share similarities with been proposed as more appropriate [24, 25]. In-
terms quantum neural networks, for example in [7, 8, 9], where again the quantum computer is used in order to perform efficiently matrix-matrix multiplications for inference and learning.

With the advent of the first small-scale noisy quantum computers, the study of quantum machine learning and quantum neural network methods has again received a lot of attention. While current quantum hardware is far from being powerful enough to compete with classical machine learning algorithms, the first proof of concept demonstrations of interesting quantum machine learning algorithms have started to appear [7, 10, 11, 12, 13, 14, 15, 16, 17]. The approach taken by these publications is suited for near term and noisy quantum devices, and is based on Variational Quantum Circuits (VQCs) [18, 19], which are shallow quantum circuits with parametrized gates. Such parametrized quantum circuits can be trained so that the final measurement on such quantum circuits would give the answer to a machine learning task. While the data can be either classical or quantum [20], the hypothesis family and the learning algorithms are fundamentally different from the classical ones. The circuits usually consist of an encoding component with gate parameters dependent on the input data vectors, and an ansatz component where gate parameters, usually angles in rotation gates, are trained using a learning algorithm [21]. The angles are updated using classical gradient descent method until convergence, which requires computation of these gradients using the parameter shift rule [22, 23]. These quantum learning methods using parametrized quantum circuits with trainable parameters and gradient computations have originally been coined quantum neural networks, while more recently the terms quantum models or quantum kernels have been proposed as more appropriate [24, 25]. Indeed, while these VQCs share similarities with classical neural networks, one cannot easily find a strict correspondence between a classical neural network and a VQC. Take for instance, Quantum Convolutional Neural Networks defined in [26], which outline some common high-level properties shared between the proposed VQC and a classical Convolutional Neural Network, namely that they are both translation invariant and share some notion of pooling, etc. However, the quantum computation found in [26] does not strictly correspond to a convolution layer in classical CNN.

To be more precise, consider a classical neural network with a single fully connected layer with \( n \)-dimensional inputs and \( n \)-dimensional outputs applied to an \( n \)-dimensional data point, the mathematical operation in consideration is a multiplication of an \( n \times n \) matrix (the weight matrix) with an \( n \)-dimensional vector (the data), with a non-linearity applied to the output of this multiplication. In the case of a VQC using \( n \) qubits as a quantum neural network, it is customary to encode a classical \( n \)-dimensional data point onto the state of the \( n \) qubits, which is mathematically a \( 2^n \)-dimensional unit vector and that there are different ways of performing this step. Then the ansatz of the quantum circuit is applied, which corresponds to a multiplication of the \( 2^n \)-dimensional vector with a \( 2^n \times 2^n \) unitary matrix. Operations such as measuring or tracing out can be used as a form of non-linearity to some of the output qubits.

While these methods based on VQCs are quite promising and try to take advantage of this exponentially larger space for learning, they also show the need both for more solid theoretical evidence that such quantum models can be easily trained to provide high accuracy, and for larger quantum hardware to test and fine tune these methods on real-world data. In addition, one needs to consider phenomena such as barren plateaus [27, 28] that can occur while performing optimization in this exponentially large space while designing the architectures, cost-functions, and initialization of the parameters [29, 30]. In short, further work is needed to understand the power and limitations of general VQC for machine learning applications.

Our Contribution

In our work, we take an approach to quantum machine learning that bring the two approaches described above together, namely the first based on the ability of a quantum computer to efficiently perform linear algebraic tasks, and the second based on VQC. The goal is to keep
the theoretical guarantees of the first approach, while making the algorithm available to noisy intermediate-scale quantum computers. In order to achieve this goal, we designed quantum circuits that can be implemented on noisy quantum computers to perform linear algebraic operations such as orthogonal matrix multiplication, inner product estimation, and data loading. These are parametrized quantum circuits whose angles can be used to load classical vectors or matrices into the quantum circuit. These quantum circuits are used as layers of the neural network, and their parameters are trained using a classical gradient descent algorithm. These quantum circuits used as individual layers of a neural network can be thought of as VQCs, since each consist of parametrized gates with trainable angles. Nevertheless, the proposed quantum circuits do possess some very specific properties stemming from the specific data encoding strategy and the structure of the circuits themselves, which enable us both to find efficient ways to compute the gradients during learning, and to relate the quantum computation to that of a corresponding classical neural network layer, thus making the comparison to classical neural networks more meaningful. These properties are discussed in detail in the methods and the results sections below.

We start by presenting two quantum methods for neural networks. The first one (Section 2.2) utilizes the quantum computer to assist the learning process of any classical neural network with fully connected linear layers. More precisely, we use a quantum algorithm for the estimation of inner products to assist in the training and inference of classical neural networks by adapting the work in [9, 8] to be amenable to current quantum hardware. Since we only use the quantum computer to compute the inner products in the neural network, the data and hypothesis family are strictly classical. As for the learning algorithm, including backpropagation and gradient descent, we use a quantum computer to perform part of the computations. A similar approach has been used before for similarity-based learning in [31], where a quantum Nearest Centroid classifier was run on an 11-qubit trapped-ion machine of IonQ. Here we use it for the first time with neural networks.

The second method (Section 2.3) uses a parametrized quantum circuit as a single quantum neural network layer, which again has an encoding part and an ansatz part. As we will see in more detail in the following sections, the encoding part constructs a unitary amplitude encoding of the classical data point and the ansatz consists of a pyramid-shape circuit with a single type of parametrized two-qubit gates that perform rotation in the two-dimensional subspace. These characteristics result in the property that instead of utilizing the full operation of a quantum neural network layer which corresponds to a multiplication of a $2^n \times 2^n$ unitary matrix with a $2^n$-dimensional vector as is the case for a general VQC, the quantum circuit focuses on a more restricted operation which can be interpreted as an $n \times n$-dimensional orthogonal matrix-vector multiplication where the matrix is in fact the submatrix of the unitary restricted to the unary basis. This directly corresponds to a classical layer with $n$-dimensional input and an $n \times n$ weight matrix. However, even though the dimension of the matrices are the same for both classical and quantum cases, classically training happens on the elements of the weight matrix, in the quantum case the training happens directly on the angles of the quantum gates, thus providing different models. Therefore, data remains classical, the hypothesis family is quantum while staying equivalent to a classical one with the same dimension, and the learning algorithm is quantum as well.

The quantum layer found in our second method has the added property that the corresponding weight matrix remains orthogonal. In classical deep learning research, orthogonal neural networks (OrthonNets) have been proposed [32, 33, 34] as a new type of neural networks the weight matrix for every layer should remain orthogonal. In the evolution of neural network architectures, adding constraints to the weight matrices has often been an effective path. The orthogonality property is proven to enable higher accuracy and avoid vanishing or exploding gradients for deep architectures. Several classical gradient descent methods have been proposed to preserve orthogonality while updating the weight matrices using stochastic gradient descent, but these exact techniques suffer from longer running time (cubic in the input size) while others only can approximate orthogonality. Our quantum approach preserves perfect orthogonality of these weight matrices through each step of back-
propagation of the quantum circuit, while having the same running time as the ordinary classical gradient descent methods without the orthogonality property, which is quadratic in the input size. For both methods, we analyze the theoretical quantum advantages compared to classical methods in Section 2.

Experimental results

In Section 3 we aim to understand how our proposed quantum methods perform in practice by focusing on medical image classification, which is an important application of machine learning in the healthcare domain and beyond. Despite the success of artificial neural networks to classify, segment, and perform other image related tasks, the complexity of such models and the cost of training continues to increase. One of the latest visual transformer architectures trained on imageNet boasts of more than 2 billion parameters, trained using more than 10 000 TPU core-days [35]. This begs the question whether alternative technologies can provide better solutions in terms of scalability.

We perform extensive simulations as well as a hardware demonstration, which remains a simple proof of concept. Hardware experiments both for training a quantum neural network and applying forward inferences have been performed on IBM superconducting quantum hardware. We also performed the same training and inference experiments using classical methods as well as simulators of the quantum neural networks for benchmarking the quantum methods.

Our experimental results show that quantum neural networks provide comparable accuracy to equivalent classical neural networks for medical image classification. From both simulation and hardware experiments, we see that for a number of classification tasks the quantum neural networks can be indeed trained to the same level of accuracy as their classical counterparts, while for more difficult tasks, accuracy levels start to drop due to the quantum hardware limitations. From the simulations of the quantum circuits, we also observe agreement between the theoretical scalability of the quantum algorithm and experimental results, giving us more confidence in the utility of these algorithms when bigger hardware becomes available.

2 Quantum methods for neural networks

In section 2.1, we introduce the notion of Data Loaders [31], an optimized quantum circuit at the core of our linear algebra approach. Then, in Section 2.2, quantum inner product estimation is derived from the data loaders, and used to assist training of classical neural networks, which we call quantum-assisted neural networks. Finally, in Section 2.3, we present a novel quantum neural network that we call Quantum Orthogonal Neural Network (QOrthoNN). We analyze in depth how they work and how to efficiently train them provably faster than previously known methods. Further details are provided in the Appendix.

2.1 Quantum data-loaders

As introduced in [31], we choose unary amplitude encoding to encode classical vectors as quantum states, in order to perform fast linear algebra operations with quantum circuits. Given a vector \( x \in \mathbb{R}^d \) we use exactly \( d \) qubits, exactly one qubit per feature. We outline three different ways of performing unary amplitude encoding of the classical data points below.

We use a two-qubit parametrized gate, called Reconfigurable Beam Splitter gate (RBS), also known as partial-SWAP or fSIM gate, which is defined as

\[
RBS(\theta) = \begin{pmatrix}
1 & 0 & 0 & 0 \\
0 & \cos \theta & \sin \theta & 0 \\
0 & -\sin \theta & \cos \theta & 0 \\
0 & 0 & 0 & 1
\end{pmatrix}
\] (1)

If not native to the quantum hardware, the RBS gate can be easily implemented on hardware through the decomposition in Fig. 1, where \( H \) is the Hadamard gate, \( R_y(\theta) \) is a single qubit Pauli rotation with angle \( \theta \) around the \( y \)-axis, and the two two-qubit gates represent the \( CZ \) gate that flips the sign when both qubits are in state 1. This is a more efficient decomposition than the one in [31], since it only uses two instead of three two-qubit gates. Note that this gate performs a Givens rotation, and a more detailed discussion can be found in [36].

The first step of the data loading, given access to a classical data point \( x = (x_1, x_2, \ldots, x_d) \in \mathbb{R}^d \), is to pre-process the classical data efficiently,
i.e. spending only $\tilde{O}(d)$ total time (where the logarithmic factors are hidden), in order to create a set of parameters $\theta = (\theta_1, \theta_2, \ldots, \theta_{d-1}) \in \mathbb{R}^{d-1}$, that will be the parameters of the $(d-1)$ two-qubit gates used in our quantum circuit, see Section 2.3.3 or [31] for details about how to find the parameters $\theta_k$. During pre-processing, we also keep track of the norms of the vectors; see Section 2.3.3 for an example. Note that these angles parameters are different depending on which data loader circuit is used.

After the data loader circuit, we obtain the state:

$$|x\rangle = \frac{1}{\|x\|} \sum_{i=1}^{d} x_i |e_i\rangle$$

where the states $|e_i\rangle$ are unary representations of the numbers 1 to $d$ with $e_i = 0^{i-1}10^{d-i}$. We recall that this superposition uses $d$ qubits. Note the presence of a normalization factor to respect quantum amplitudes unit norm. Three different types of data loader circuits appear in Fig.2.

The shallowest data loader [31] is a parallel version which loads $d$-dimensional data points using $d$ qubits, $d-1$ RBS gates and circuits of depth only $\log d$ (see first circuit in Fig.2).

While this loader has the smallest depth, it also requires connectivity beyond the available connectivity on the IBM hardware we used for the numerical experiments in Section 3. For experiments on quantum computers with a small number of qubits, as the ones available nowadays, the difference in the depth between the different data loader circuits is not significant. However, as the number of qubits increases, being able to use the parallel data loader can be very beneficial: for example, for a 1024-dimensional data point, the circuit depth can be reduced from 1024 to 10.

The two data loaders we use in our demonstration have worse asymptotic depth, but respect the nearest neighbors connectivity of the IBM hardware. The first is a simple diagonal unary loader that still uses $d$ qubits and $d-1$ RBS gates between neighboring qubits, but it has circuit depth of $d-1$ (see second circuit in Fig.2). The second one is another unary loader whose depth now decreases to $d/2$, and that we refer to as semi-diagonal (see third circuit in Fig.2).

We provide for completeness a way for finding these parameters for the diagonal loader in Section 2.3.3. Such unary amplitude encoding loaders have been used before in different scenarios [31, 37].
quantum deep learning methods; it also allows us to find ways to mitigate the errors of the quantum hardware.

It is important to note here that simply sampling a quantum state is enough to estimate the squares of the amplitudes of the desired state, which can be enough if we already know that the sign of the quantity we are interested. For estimating the inner product of two vectors, which can be either positive or negative, one needs to find efficient ways to estimate the sign as well.

We start the process with a simpler circuit that can be used for computing the square of the inner product between two normalized vectors $x$ and $w$, as shown in the left circuit in Fig. 3, using the semi-diagonal data loader. The first part of the circuit is the data loader for some vector $x$, which in our case will be the normalized data point, and the second part is the adjoint data loader circuit for some vector $w$, which in our case will be a row of the weight matrix. The parameters of the gates in the first part of the circuit are fixed and correspond to the input data points, while the parameters of the gates of the second part are updated as we update the weight matrix through gradient descent computation. Note that in [31] the parallel loader was used, since the experiments were performed in a fully connected trapped ion quantum computer. In this work, we use the semi-diagonal loaders to accommodate the limited connectivity of the superconducting hardware.

![Figure 3: The square inner product and the inner product estimation circuits with semi-diagonal data loaders for 8-dimensional data points $x$ and $w$. The RBS gates on the left part of the circuits have parameters that correspond to the first vector $x$, while the RBS gates on the right part of the circuits have parameters that correspond to the second vector $w$.](image)

The final state of this circuit has the form

$$w \cdot x |e_1\rangle + \sqrt{1 - (w \cdot x)^2} |0G\rangle \quad (3)$$

where $|0G\rangle$ is a state orthogonal to $e_1$, in particular whose first qubit is in state $|0\rangle$. This implies that when we measure the first qubit of this quantum state, the probability we obtain the outcome 1 is exactly $(w \cdot x)^2$, and the probability of obtaining the outcome 0 is $1 - (w \cdot x)^2$. Thus, if we run the same quantum circuit $N_{\text{shot}}$ times and count the number of times the measurement of the first qubit gave outcome 1, which we denote by $N_1$, then we can estimate the square inner product between the two vectors as $N_1/N_{\text{shot}}$. A simple Chernoff bound can be used to bound the tails of the binomial distribution and shows that if we want the estimate to be within $\epsilon$ of the correct answer with high probability, then we need to take $N_{\text{shot}} = O(1/\epsilon^2)$.

The above circuit is sufficient in case we know that the inner products are positive, which is for example the case of inner products between data points where each data point has only positive components [31]. In our case, the inner products can also be negative, since they will be between data points and weight vectors which can be trained to have negative components; hence we need to extend the above circuit. While there are different possible ways to do so, we decided on the way shown in the second circuit in Fig. 3, which adds one extra qubit in the quantum circuit and only a constant number of gates, independent of the dimension of the data points. This circuit only perform measurements in the computational basis, which is simple to implement.

In short, in order to compute the inner product of two vectors $x$ and $w$, the extra qubit, the first from the top in the second circuit in Fig. 3, is initialized with an $X$ gate to $|1\rangle$ and used as a control qubit through a $RBS$ gate between the first two qubits from the top with $\theta = \pi/4$. This way when the first qubit is 1 nothing happens, and when it is 0, the quantum circuit described above consisting of a quantum data loader for $x$ and the adjoint quantum data loader for $w$ is performed. By performing a final $RBS$ gate with $\theta = \pi/4$ we end up with a final state of the form

$$\left(\frac{1}{2} - \frac{1}{2}w \cdot x\right) |e_1\rangle + |0G\rangle \quad (4)$$

where the state $|0G\rangle$ is an unnormalized state orthogonal to $e_1$, whose first qubit is in state $|0\rangle$. Thus, as described above, measuring the first
qubit enough times and counting the number of times the outcome is 1, we can estimate the quantity \( \left( \frac{1}{2} - \frac{1}{2} w \cdot x \right)^2 \) from which, using the fact that \( \left( \frac{1}{2} - \frac{1}{2} w \cdot x \right) \geq 0 \), we can provide an estimate of \( w \cdot x \) directly. Note also that the connectivity of the new circuit necessitates one qubit with three neighbors while all other qubits can be on a line, which is available on the latest IBM machines.

The proposed quantum circuits can be used to assist in the training and inference of classical neural networks when there is need for multiplication between data points and weights, and replace the classical operation with the quantum circuit. The advantage these circuits offer is two-fold. First, with the advent of faster quantum computers that have the possibility to apply gates in parallel (see for example [38]), one could take advantage of the fact that these quantum circuits require only logarithmic depth (using the parallel loaders) in order to provide a sample from the random variable we are estimating, and thus for larger feature spaces one could in principle expect a speedup in the estimation compared to a classical inner product computation on a single CPU. As state-of-the-art classical computers offer extremely efficient ways for performing a large number of such inner product calculations, using specialized hardware such as GPUs and TPUs, it will be quite unlikely in the near future to have a single quantum processing unit compete in speed on this particular task against such specialized hardware. On the other hand, larger quantum speedups may become available when one can use the more advanced quantum linear algebra procedures as described in [9, 8, 39] on larger-scale quantum computers. Our circuits are more NISQ-friendly as we will see from the hardware demonstration later on. A second and more interesting property may come from the fact that one can perform training in an optimization landscape of the parameters of the angles of the quantum gates and not directly the elements of the weight matrices, which can provide different and potentially better models. We will provide more details on this when describing our second method. The theoretical analysis of the differences between two of these optimization landscapes and the corresponding trained models is left for future work.

2.3 Quantum Orthogonal Neural Networks

In this section, we present our second quantum method, which we call Quantum Orthogonal Neural Networks (QOrthoNN). We start with a brief overview of classical orthogonal neural networks. Next, parametrized quantum circuits used for the encoding and the ansatz part of the quantum layers are defined, and the forward and back-propagation algorithms are analyzed. Lastly, we provide some general remarks and properties of our construction.

2.3.1 Classical Orthogonal Neural Networks

The main idea behind classical Orthogonal Neural Networks (OrthoNN) is the addition of an orthogonality constraint to the weight matrices corresponding to the layers of a neural network, which has theoretical and practical benefits in the generalization error [32]. Orthogonality lowers redundancy in trained weights and preserves the magnitude of the weight matrix's eigenvalues to avoid vanishing gradients. In terms of complexity, for a single layer, the forward pass of an OrthoNN is simply a matrix multiplication, hence has a running time of \( O(n^2) \) if the orthogonal matrix has a size of \( n \times n \). It is also interesting to note that OrthoNNs have been generalized to Convolutional Neural Networks [33].

The main difficulty of OrthoNNs is to preserve the orthogonality of the matrices while updating them during gradient descent. Several algorithms have been proposed to this end [33, 34, 40], but they all point to the fact that perfect orthogonality is computationally hard to conserve, i.e. cubic with respect to the input size. Therefore, previous works aimed for approximations, and the matrices are often pushed toward orthogonality using regularization techniques during weights update. For completeness, we provide details on two training methods from the literature in Appendix A.1: the first is called Singular Value Bounding (SVB) and uses a Singular Value Decomposition (SVD) at every step to approximately orthogonalize the weight matrix, and the second ensures perfect orthogonality by performing the gradient descent in the manifold of orthogonal matrices, called the Stiefel Manifold. Both algorithms run in time \( O(n^3) \) for a weight matrix of size \( n \times n \).
2.3.2 The pyramidal quantum circuit

In this section, a parametrized quantum circuit that is used as the ansatz of a quantum orthogonal layer of a neural network is presented. The circuit is a pyramidal structure made of $RBS$ gates, each with an independent angle, as represented in Fig. 4a.

![Pyramidal Quantum Circuit](image)

Figure 4: (a) Parametrized quantum circuit for an $8 \times 8$ quantum orthogonal layer (ansatz part). Each vertical line corresponds to an $RBS$ gate with its angle parameter. And (b), the equivalent classical orthogonal neural network $8 \times 8$ layer.

We refer to the circuit as *square* when the number of input and output qubits are equal, and as *rectangular* otherwise (see Fig. 5a) where a number of qubits in the output can be different from the input. For a layer with more outputs than inputs, we can use the adjoint of the quantum pyramid circuit drawn in Fig. 5a.

![Quantum Circuit](image)

Figure 5: (a) Quantum circuit for a rectangular $8 \times 4$ fully connected orthogonal layer, where only the last four qubits from the output are used, and (b) the equivalent classical orthogonal neural network. They both have 22 free parameters.

The important property to note is that the number of parameters of the quantum pyramidal circuit corresponding to a neural network layer of size $n \times d$ is $(2n - 1 - d)d/2$, which is exactly the same as the number of degrees of freedom of an orthogonal matrix of dimension $n \times d$.

We now state a few important remarks concerning these circuits.

- From the definition of the $RBS$ gates, we can see that when the pyramid circuit is applied to some unary computational basis state (e.g. a state of the form $|00010\rangle$), then the output quantum state can only be a superposition of unary basis states, in other words the pyramid circuit keeps the number of 1s and 0s unchanged. Thus, if we apply the pyramid circuit to a unary amplitude encoded state, then the output is a quantum state in the $n$-dimensional space spanned by the unary computational basis states. In other words, this operation can be seen as a multiplication of an $n \times n$ orthogonal matrix with an $n$-dimensional vector. This also allows for simulation of the application of the pyramid circuit on a unary amplitude encoded state classically in time $O(n^2)$ (see Appendix A.2).

- More generally, if the pyramid circuit is applied to some general computational basis state, for example a state of the form $|01011\rangle$, then the output quantum state can only be a superposition of basis states with the same hamming weight as the input state. When the input states are arbitrary superpositions of $n$-qubit states with fixed hamming weight $k$ then the operation of the pyramid circuit can be seen as a multiplication of an $n^k \times n^k$ orthogonal matrix, which in fact this is the $k$-th order compound matrix (see [36] for more details), with an $n^k$-dimensional vector, hence the time to classically simulate the operation grows as
$O(n^{2k})$. The quantum circuit remains the same; see [36] for a more detailed description. The above results follow as well from the fact that the RBS gate is an example of a match gate, and it is known that the application of a quantum circuit with only match gates on a computational basis state can be simulated classically with a polynomial overhead.

- Any orthogonal matrix can be mapped onto a pyramidal circuit. To be more precise, as the determinant of one RBS matrix is $\cos^2 \theta + \sin^2 \theta = 1$, the matrices that are corresponding to circuits made of RBS gates are in the special orthogonal group $SO(n)$ and not the general orthogonal group, for which the determinants can be $\pm 1$ as well. The general orthogonal group can also be obtained by considering circuits that apply a $Z$-gate at the end of the pyramidal circuit on the last qubit. This extra operation restricted to the unary basis is the identity matrix with the very last element equal to -1. The determinant of this matrix is $-1$ and hence the determinant of the entire circuit becomes now $-1$. Thus given an orthogonal matrix with determinant $-1$, we can easily factorize it into a product of two matrices, the first one with determinant 1 that can be mapped onto a pyramid, and the second one corresponding to the $Z$ gate operation with determinant $-1$.

- The pyramidal circuit has linear depth (for $n$ qubits, the depth is $2n - 3$) and is convenient for near term quantum hardware platforms with restricted connectivity. In fact, this distribution of the RBS gates requires only nearest neighbor connectivity between qubits and the RBS gates are native or almost native on most quantum hardware platforms.

### 2.3.3 Loading the Data

Before applying the quantum pyramidal circuit, we need to upload the classical data into the quantum circuit via encoding part of the quantum orthogonal layer. Following Section 2.1, we use one qubit per feature of the input data. Again, we use unary amplitude encoding of the input data (see Figure 2), where an input sample $x = (x_0, \ldots, x_{n-1}) \in \mathbb{R}^n$ such that $\|x\|_2 = 1$, is loaded into the circuit as $|x⟩ = \sum_{i=0}^{n-1} x_i |e_i⟩$. To fit to the particular structure of our quantum pyramidal circuit, we use the diagonal data loader circuit from Section 2.1, which requires a linear depth cascade of $n$-1 $RBS$ gates and only adds 2 extra time steps to our circuit.

![Figure 6: The 8 dimensional linear data loader circuit (in red) is efficiently embedded before the pyramidal circuit to form the quantum orthogonal layer. The input state is the unary state loaded through the diagonal loader (in red). The angles parameters $\alpha_0, \ldots, \alpha_{n-2}$ are classically pre-computed from the input vector.](image)

The diagonal data loader prepended to the pyramidal circuit initializes the input qubits in the $|0⟩$ state, then flips the first qubit using an $X$ gate, in order to obtain the unary state $|10\cdots0⟩$ as shown in Fig.2. Then a cascade of $RBS$ gates are used to create the state $|x⟩$ using a set of $n-1$ angles $\alpha_0, \ldots, \alpha_{n-2}$. We choose the angles so that after the first $RBS$ gate of the loader the qubits would be in the state $x_0 |100\cdots⟩ + \sin(\alpha_0) |010\cdots⟩$ and after the second one in the state $x_0 |100\cdots⟩ + x_1 |010\cdots⟩ + \sin(\alpha_0)\sin(\alpha_1) |001\cdots⟩$ and so on, until obtaining $|x⟩$ as in Eq.(2). To this end, we perform classical preprocessing to compute recursively the $n$-1 loading angles, in time $O(n)$. We choose $\alpha_0 = \arccos(x_0)$, $\alpha_1 = \arccos(x_1\sin^{-1}(\alpha_0))$, $\alpha_2 = \arccos(x_2\sin^{-1}(\alpha_0)\sin^{-1}(\alpha_1))$ and so on.

The ability of loading data in such a way relies on the assumption that each input vector is normalized, i.e. $\|x\|_2 = 1$. This normalization constraint could seem arbitrary and impact the ability to learn from the data. In fact, in the case of an orthogonal neural network, this normalization shouldn’t degrade the training because weight matrices are in fact orthogonal and even orthonormal due to properties of quantum unitaries. This means that the operations are norm-preserving. Hence, changing the norm of the input
put vector, by diving each component by $\|x\|_2$, in both classical and quantum settings should not be a problem.

Note that the way we load the data using a unary amplitude encoding is fundamentally different from using independent single qubit rotations as is common in the literature \cite{25}. One property particular to this encoding strategy is the preservation of the $\ell_2$ distance between the normalized data points. For example, two images that are almost the same apart from a single pixel, will be mapped with the unary amplitude encoding to quantum states which are close to each other, which is not true with the independent single-qubit rotations. Namely, we have:

$$
\|x - x'\|_2^2 = \sum_{i=1}^{d} (x_i - x'_i)^2 = \|x - x'\|_2^2
$$

2.3.4 QOrthoNN: Forward Pass

In this section, we will detail the quantum orthogonal layer, namely the effect of the quantum pyramidal circuit on an input encoded through a unary amplitude encoding, as in Eq. (2).

Consider a unary computational basis input, where only the qubit $j$ is in state $|1\rangle$ (e.g. $|00000010\rangle$). By the end of the pyramid circuit, this unary input will be transformed into a superposition of unary states, each with an amplitude.

If we consider again only one of these possible unary outputs, where only the qubit $i$ is in state $|1\rangle$, its amplitude can be interpreted as a conditional amplitude to transfer the $|1\rangle$ from qubit $j$ to qubit $i$. Intuitively, this value is the sum of the quantum amplitudes associated to each possible path that connects the qubit $j$ to qubit $i$, as shown in Fig.7. Using this image of connectivity between input and output qubits, we can construct a matrix $W \in \mathbb{R}^{n \times n}$, where each element $W_{ij}$ is the overall conditional amplitude to transfer the $|1\rangle$ from qubit $j$ to qubit $i$.

Fig.7 shows an example where exactly three paths can be taken to map the input qubit $j = 6$ (the 7th unary state) to the qubit $i = 5$ (the 6th unary state). Each path comes with a certain amplitude that can be positive or negative, which allows for interference. For instance, one of the paths (the red one in Fig.7) moves up at the first gate, and then stays put in the next three gates, with a resulting amplitude of $-\sin(\theta_{16}) \cos(\theta_{17}) \cos(\theta_{23}) \cos(\theta_{24})$. The sum of the amplitudes of all possible paths give us the element $W_{56}$ of the matrix $W$ (where, for simplicity, $s(\theta)$ and $c(\theta)$ respectively stand for $\sin(\theta)$ and $\cos(\theta)$):

$$
W_{56} = -c(\theta_{16})c(\theta_{22})s(\theta_{23})c(\theta_{24})
- s(\theta_{16})c(\theta_{17})c(\theta_{23})c(\theta_{24})
+ s(\theta_{16})s(\theta_{17})c(\theta_{18})s(\theta_{24})
$$

In fact, the $n \times n$ matrix $W$ can be interpreted as the submatrix of the unitary matrix corresponding to the quantum circuit restricted to unary basis. In other words, the full unitary $U_W$ in the Hilbert space of our $n$-qubit system is a $2^n \times 2^n$ matrix with the $n \times n$ matrix $W$ embedded in it as a submatrix on the unary basis. By loading the data as unary states and by using only RBS gates that keep the number of 0s and 1s constant, we remain in the subspace spanned by the unary basis.

In Fig.8, a 3-qubit pyramidal circuit is described as a $3 \times 3$ matrix, that can be easily verified to be orthogonal.

In Fig.7, we consider the case of a single unary basis state for both the input and output. With actual data, as seen in Section 2.3.3, input and output states are in fact superpositions of unary states and the overall effect of the pyramidal circuit can be described by linearity of quantum mechanics.

For a general input vector $x \in \mathbb{R}^n$ encoded as a quantum state $|x\rangle = \sum_{i=0}^{n-1} x_i |e_i\rangle$ where $|e_i\rangle$ represents the $i$th unary state (see Section 2.1), by definition of $W$, each unary basis $|e_i\rangle$ will undergo
Figure 8: Example of a 3 qubits pyramidal circuit and the equivalent orthogonal matrix. $c(\theta)$ and $s(\theta)$ respectively stand for $\cos(\theta)$ and $\sin(\theta)$.

Figure 9: Schematic representation of a pyramidal circuit applied on a loaded vector $x$ with two non-zero values. The output is the unary encoding of $y = Wx$ where $W$ is the corresponding orthogonal matrix associated with the circuit.

A proper evolution $|e_i\rangle \rightarrow \sum_{j=0}^{n-1} W_{ij} |e_j\rangle$. This yields, by linearity, the following mapping

$$|x\rangle \rightarrow \sum_{i,j} W_{ij} x_i |e_j\rangle \quad (7)$$

As explained above, our quantum circuit is equivalently described by the sparse unitary $U_W \in \mathbb{R}^{2^n \times 2^n}$ or by the matrix $W \in \mathbb{R}^{n \times n}$ on the unary basis subspace. This can be summarized with

$$U_W |x\rangle = |Wx\rangle \quad (8)$$

where $|x\rangle$ is a unary amplitude encoding. We see from Eq.(7) and Eq.(8) that the output is in fact $|y\rangle$, the unary encoding of the vector $y = Wx$, which is the output of a matrix multiplication between the $n \times n$ orthogonal matrix $W$ and the input $x \in \mathbb{R}^n$. As expected, each element of $y$ is given by $y_k = \sum_{i=0}^{n-1} W_{ik} x_i$. See Fig.9 for a diagram representation of this mapping.

Therefore, for any given neural network’s orthogonal layer, there is a quantum pyramidal circuit that reproduces it. Conversely, any quantum pyramidal circuit applied on unary quantum states is implementing an orthogonal layer of some sort.

Thus, the quantum pyramidal circuit can be used as a layer in a Quantum Orthogonal Neural Network. The running time of performing the forward pass is $O(n/\delta^2)$, where we consider the depth of the quantum circuit and also the fact that we need to repeat the quantum circuit $O(1/\delta^2)$ times in order to get the value of each output node with precision $\delta$. This scaling with respect to the $\delta$ is indeed a well known limitation that is present in many quantum algorithms where tomography has to be performed, but in the case of neural networks we have found that a small precision of even 0.1 can still converge (see Section 3), since noise is already present in the data and the non-linearity eliminate the need for a very precise value of the inner product.

Note that one can simulate classically this quantum circuit incurring a quadratic slowdown in time $O(n^2)$ (see Appendix A.2 for a mapping of the quantum pyramid circuit to a classical multi-layer neural network). Another reason to use the quantum circuit is that this layer could be combined with other quantum layers that increase entanglement and go beyond the unary subspace. Recent work has indeed shown how these pyramid quantum circuits are very useful beyond the unary basis for providing quantum machine learning applications with polynomial or potentially exponential speedups in determinant sampling and linear algebra [36].

As a side note, we also investigated if a circuit with only $\log(n)$ qubits could also implement an orthogonal matrix multiplication of size $n \times n$. Indeed, it would be a unitary matrix in $\mathbb{R}^{n \times n}$, but since the circuit should also have $n(n-1)/2$ free parameters to tune, or in other words parametrized gates, this would come at a cost of at least $\Omega(n^2/\log(n))$ depth, quite unsuitable for NISQ devices.

In the Appendix A.4 and A.5 we respectively provide details regarding error mitigation and tomography, both methods being specific to our unary amplitude encoding convention.

2.3.5 Multiple Quantum Layers

In the previous sections, it has been shown how a single parametrized quantum circuit can perform...
one orthogonal layer. In classical deep learning, such layers are stacked to gain in expressivity and accuracy. Between each layer, a non-linear function is applied to the resulting vector. The presence of these non-linearities is key to the ability of the neural network to learn any function [41].

One benefit of using our quantum pyramid circuit is the ability to easily concatenate them to mimic a multi layer neural network. After each layer, a tomography of the output state $|z\rangle$ is performed to retrieve each component, corresponding to its quantum amplitudes (see Section A.5). A non-linear function $\sigma$ is then applied classically to obtain $a = \sigma(z)$. The next layer starts with a new unary data loader (See Section 2.3.3). This hybrid scheme also allows keeping the depth of the quantum circuits acceptable for NISQ devices by applying the neural network layer by layer.

Note that the quantum neural networks we propose here are close in behavior to classical neural networks, which allows us to control and understand the quantum mapping and implement each layer and non-linearity in a modular way. These networks can be trained using similar gradient methods used by their classical counterparts, but they utilize a different optimization landscape that can provide different models (see Section 2.3.6 for details). It will be interesting to compare our pyramidal circuit to a quantum variational circuit with $n$ qubits and $n(n-1)/2$ gates of any type, as we usually see in the literature. Using such variational circuits we would explore among all possible $2^n \times 2^n$ matrices instead of $n \times n$ classical orthogonal matrices, but so far there’s no theoretical ground to explain why this should provide an advantage.

As an open outlook, one could imagine incorporating additional entangling gates after each pyramid layer (composed, for instance, of $CNOT$ or $CZ$). This would mark a step out of the unary basis and could effectively allow exploring more interactions in the Hilbert Space, with the caution that larger explored Hilbert spaces produce smaller gradients.

2.3.6 QOrthoNN: Backpropagation algorithm

In this section, we provide an efficient classical training algorithm for both classical and quantum orthogonal neural networks. This way, we do not need to use the parameter shift rule [23, 22].

Classical Backpropagation Algorithm

Backpropagation for a fully connected neural network is a well known and efficient procedure to update the weight matrix at each layer $[42, 43]$. At layer $\ell$, its weight matrices are noted by $W^\ell$ and its biases by $b^\ell$. Each layer is followed by a non-linear function $\sigma$, and can therefore be written as

$$a^\ell = \sigma(W^\ell \cdot a^{\ell-1} + b^\ell) = \sigma(z^\ell)$$

After the last layer, one can define a cost function $C$ that compares the output to the ground truth. The goal is to calculate the gradient of $C$ with respect to each weight and bias, namely $\frac{\partial C}{\partial W^\ell}$ and $\frac{\partial C}{\partial b^\ell}$. During backpropagation, we start by calculating these gradients for the last layer, then propagate back to the first layer.

This method requires calculation of the error vector at the layer $\ell$ defined by $\Delta^\ell = \frac{\partial C}{\partial C^\ell}$. One can show the backward recursive relation $\Delta^\ell = (W^{\ell+1})^T \cdot \Delta^{\ell+1} \circ \sigma'(z^\ell)$, where $\circ$ symbolizes the Hadamard product, or entry-wise multiplication. Note that the previous computation requires simply to apply the layer, i.e. apply matrix multiplication, in reverse. We can then show that each element of the weight gradient matrix at layer $\ell$ is given by $\frac{\partial C}{\partial W_{jk}^\ell} = \Delta^\ell_j \cdot a^{\ell-1}_i$. Similarly, the gradient with respect to the biases is defined as $\frac{\partial C}{\partial b^\ell_j} = \Delta^\ell_j$. 

Figure 10: A full neural network with layers [8, 8, 4, 4]. (a) Classical representation. (b) The equivalent quantum circuit is a concatenation of multiple pyramidal circuits. Between each layer, one performs a measurement and applies a non-linearity. Each layer starts with a new unary data loader.
Once these gradients are computed, we update the parameters using the gradient descent rule with a given learning rate $\lambda$:

$$W'_{jk} \leftarrow W_{jk} - \lambda \frac{\partial C}{\partial W_{jk}} ; \quad b'_j \leftarrow b'_j - \lambda \frac{\partial C}{\partial b'_j} \quad (10)$$

**QOrthoNN backpropagation: Angle’s Gradient Calculation and Orthogonal Matrix Update**

Looking through the prism of the pyramidal quantum circuit, parameters to be updated are no longer individual elements of the weight matrices, but angles of the RBS gates that parametrize to these matrices. Thus, we need to adapt the classical backpropagation method to the new setting based on the angles. Starting by introducing some notation for a single layer $\ell$, which is removed from future notation for simplicity, we further assume the number of output bits to be the same as input bits, while this method can easily be extended to the rectangular case.

We first introduce the notion of *timesteps* inside each layer, which correspond to the computational steps in the pyramidal structure of the circuit (see Fig.11). For the square case with $n$ inputs, there will be $2n - 3$ such timesteps, each one indexed by an integer $\lambda \in [0, \ldots, \lambda_{max}]$. Applying a timestep consists in applying the matrix $w^{\lambda}$, made of all the RBS gates aligned vertically at this timestep, where $w^{\lambda}$ is the unitary in the unary basis (see Section 2.3.4 for more details). After each timestep, the resulting quantum state is a vector in the unary basis named *inner layer* and noted by $\zeta^{\lambda}$. This evolution can be written as $\zeta^{\lambda + 1} = w^{\lambda} \cdot \zeta^{\lambda}$. We use this notation similar to the real layer $\ell$, with the weight matrix $W^\ell$ and the resulting vector $z^\ell$.

In fact, we have the correspondences $\zeta^0 = a^{\ell - 1}$ for the first inner layer, which is the input of the actual layer, and $z^\ell = w^{\lambda_{max}} \cdot \zeta^{\lambda_{max}}$ for the last one. We also have $W^\ell = w^{\lambda_{max}} \cdots w^1 w^0$.

We use the same type of notation for the backpropagation errors. At each timestep $\lambda$ we define an *inner error* $\delta^\lambda = \frac{\partial C}{\partial \zeta^{\lambda}}$. This definition is similar to the layer error $\Delta^\ell = \frac{\partial C}{\partial z^\ell}$. In fact, we also use the same backpropagation formulas, without non-linearities, to retrieve each inner error vector $\delta^\lambda = (w^{\lambda_{max}})^T \cdot \delta^{\lambda + 1}$. In particular, for the last timestep which is the first timestep to be calculated in backpropagation, we have $\delta^{\lambda_{max}} = (w^{\lambda_{max}})^T \cdot \Delta^\ell$. Finally, we can retrieve the error at the previous layer $\ell - 1$ using the correspondence $\Delta^{\ell - 1} = \delta^0 \otimes \sigma' (z^\ell)$.

The reason for this breakdown into timesteps is the ability to efficiently obtain the gradient with respect to each angle. At timestep $\lambda$, for a single gate acting on qubits $i$ and $i + 1$ with its angle noted by $\theta_i$ (note that the numbering is different from Fig.11), the gradient $\frac{\partial C}{\partial \theta_i}$ can be decomposed per component, indexed by the integer $k$, of the inner layer and inner error vectors

$$\frac{\partial C}{\partial \theta_i} = \sum_k \frac{\partial C}{\partial \zeta^{\lambda + 1}_k} \frac{\partial \zeta^{\lambda + 1}_k}{\partial \theta_i} = \sum_k \delta^{\lambda + 1}_k \frac{\partial (w^\lambda_k \cdot \zeta^{\lambda})}{\partial \theta_i}$$

where $w^\lambda_k$ is the $k$th row of matrix $w^\lambda$.

Since each timestep $\lambda$ is only composed of parallel RBS gates, the matrix $w^\lambda$ consists of diagonally arranged $2 \times 2$ block submatrices given in Eq.(1). Only one of these submatrices depends on the angle $\theta_i$ considered here, at the position $i$ and $i + 1$ in the matrix. We can thus rewrite the above gradient as $\frac{\partial C}{\partial \theta_i} = \lambda^{\lambda + 1} \frac{\partial}{\partial \theta_i} \left( w^\lambda_i \cdot \zeta^{\lambda} \right) + \delta^{\lambda + 1}_i \frac{\partial}{\partial \theta_i} \left( w^\lambda_{i+1} \cdot \zeta^{\lambda} \right)$, or:

$$\frac{\partial C}{\partial \theta_i} = \lambda^{\lambda + 1} \frac{\partial}{\partial \theta_i} \left( \cos(\theta_i) \zeta^{\lambda}_i + \sin(\theta_i) \zeta^{\lambda+1}_i \right) + \delta^{\lambda + 1}_i \frac{\partial}{\partial \theta_i} \left( -\sin(\theta_i) \zeta^{\lambda}_i + \cos(\theta_i) \zeta^{\lambda+1}_i \right) \quad (11)$$

$$\frac{\partial C}{\partial \theta_i} = \lambda^{\lambda + 1} (-\sin(\theta_i) \zeta^{\lambda}_i + \cos(\theta_i) \zeta^{\lambda+1}_i) + \delta^{\lambda + 1}_i (-\cos(\theta_i) \zeta^{\lambda}_i - \sin(\theta_i) \zeta^{\lambda+1}_i) \quad (12)$$
To conclude the calculation of each angle gradient: during a forward pass, each of the \(2n - 3 = O(n)\) timesteps is applied sequentially, and resulting vectors, each \(\text{inner layers } \zeta^\lambda\), are stored in memory. During backpropagation, one obtains the \(\text{inner errors } \delta^\lambda\) by applying the timesteps in reverse. Finally, gradient descent on each angle \(\theta_i\), while preserving the orthogonality of the overall equivalent weight matrix is obtained by

\[
\theta_i^\ell \leftarrow \theta_i^\ell - \lambda \frac{\partial C}{\partial \theta_i^\ell}.
\]

As one can see from the above description, this method is in fact a classical algorithm to obtain the angle’s gradients, which allows us to train our OrthoNN and QOrthoNN efficiently classically while preserving the strict orthogonality. To obtain the gradient of each angle, one needs to store the \(2n - 3\) \(\text{inner layers } \zeta^\lambda\) during a forward pass. Next, given the error at the following layer, we perform a backward loop on each \(\text{timestep}\) (see Fig.17). At each \(\text{timestep}\), we obtain the gradient for each angle parameter by applying Eq.(12). This requires \(O(1)\) operations for each angle. Since there are at most \(n/2\) angles per \(\text{timesteps}\), estimation of the gradients has a complexity of \(O(n^2)\). After each \(\text{timestep}\), the next \(\text{inner error } \delta^\lambda_{-1}\) is computed as well, using at most \(4n/2\) operations.

In the end, our classical algorithm allows us to compute the gradients of the \(n(n - 1)/2\) angles in total time \(O(n^2)\), while respecting the strict orthogonality of the weight matrix. This is considerably faster than previous methods based on Singular Value Decomposition methods and provides a training method that is asymptotically as fast as for non-orthogonal neural networks, while preserving perfect orthogonality.

Our contributions are summarized in Table 1, where we have calculated both the time to perform one forward pass and one step of gradient descent for the case where a single neural network layer is considered with input and output of size \(n\).

### 3 Application for Medical image classification on Quantum Hardware

#### 3.1 Datasets and pre-processing

In order to benchmark our quantum neural network techniques we focused on image classification and in particular we used datasets from MedMNIST, a collection of 10 pre-processed medical image open datasets [44]. The collection has been standardized for classification tasks on 10 different imaging modalities, each with medical images of \(28 \times 28\) pixels.

In this work, we looked specifically at two different datasets. The first is the Pneumonia-MNIST [45], a dataset of pediatric chest X-ray images. The task is binary classification between pneumonia-infected and healthy chest X-rays. The second is the Retina-MNIST, which is derived from DeepDRiD [46], a dataset of retinal fundus images. The original task is ordinal regression on a 5-level grading of diabetic retinopathy severity, which has been adapted in this work to a binary classification task to distinguish between normal (class 0) and different levels of retinopathy (classes 1 to 4).

In the Pneumonia-MNIST the training set consists of 4708 images (class 0: 1214, class 1: 3494) and the test set has 624 points (234 - 390). In the Retina-MNIST the training set has 1080 points (486 - 594) and the test set 400 (174 - 226). Note that in the Retina-MNIST we have considered the class 0 (normal) versus classes \(\{1, 2, 3, 4\}\) together (different levels of retinopathy).

Though the image dimension of the MedMNIST (784 pixels) is small compared to the original medical images, one cannot load such data on the currently available quantum computers and thus a standard dimensionality reduction pre-processing has been done with Principal Component Analysis to reduce the images to 4 or 8 dimensions. Such pre-processing method indeed may reduce the possible accuracy of both classical and quantum methods but our goal is to benchmark such approaches on current quantum hardware and understand if and when quantum machine learning methods may become competitive.
### Table 1: Comparison of running times for classical and quantum Orthogonal Neural Networks.

<table>
<thead>
<tr>
<th>Algorithm</th>
<th>Forward Pass</th>
<th>Weight Matrix Update</th>
</tr>
</thead>
<tbody>
<tr>
<td>Quantum Pyramidal Circuit (This work)</td>
<td>$2n/\delta^2 = O(n/\delta^2)$</td>
<td>$O(n^4)$</td>
</tr>
<tr>
<td>Classical Pyramidal Circuit (This work)</td>
<td>$2n(n-1) = O(n^3)$</td>
<td>$O(n^3)$</td>
</tr>
<tr>
<td>Classical Approximated OrthoNN (SVB) [32]</td>
<td>$O(n^2)$</td>
<td>$O(n^3)$</td>
</tr>
<tr>
<td>Classical Strict OrthoNN (Stiefel Manifold) [32]</td>
<td>$O(n^2)$</td>
<td>$O(n^3)$</td>
</tr>
<tr>
<td>Standard Neural Network (non orthogonal)</td>
<td>$O(n^2)$</td>
<td>$O(n^2)$</td>
</tr>
</tbody>
</table>

$n$ is the size of the input and output vectors, $\delta$ is the error parameter in the quantum implementation. See Appendix A.1 for details on related work.

### 3.2 Hardware demonstration

#### 3.2.1 Superconducting quantum computer

The hardware demonstration was performed on three different superconducting quantum computers provided by IBM, with the majority of the experiments performed on the 16-qubit *ibmq_guadalupe* machine (see Fig.12).

![Figure 12: The 16-qubit ibmq_guadalupe quantum computer.](image)

The other two machines used were the 7-qubit *ibmq_casablanca* and the 5-qubit *ibmq_bogota*. All quantum hardware was accessed through the IBM Quantum Experience for Business cloud service.

In Appendix A.6 we give details regarding the quantum software and circuit compilation used for our experiments and simulations.

Note that the main sources of noise are the device noise and the finite sampling noise. In general, noise is not desirable during computations. In the case of a neural network, however, noise may not be as troublesome: noise can help escape local minima [47], or act as data augmentation to avoid overfitting. In classical deep learning, noise is sometimes artificially added for these purposes [48]. That being said, when the noise is too large, we also see a drop in the accuracy.

#### 3.2.2 Experimental results

We tested our methods using a number of different datasets, classification tasks, and architectures that we detail below, and we performed both simulations and hardware experiments.

![Figure 13: Results of experiments for the Quantum assisted Neural Network.](image)

In Fig.13 and Fig.14 and Table 2, we show our results, where we provide the AUC (area under curve) and ACC (accuracy) for all types of neural network experiments, and for both the training and test sets from the Pneumonia and Retina datasets.

In Fig.13 and Fig.14 and Table 2, we show our results, where we provide the AUC (area under curve) and ACC (accuracy) for all types of neural network experiments, and for both the training and test sets from the Pneumonia and Retina datasets.
datasets.

As general remarks from these results, one can see that for the Pneumonia-MNIST dataset, both the AUC and ACC are quite close for all different experiments, showing that both quantum simulations and quantum hardware experiments reach performance levels on par with classical neural networks. We also note that the quantum-assisted neural networks achieved somewhat higher level of accuracy than the orthogonal neural networks. For the Retina-MNIST dataset, experiments with 8-dimensional data achieve higher AUC and ACC than the ones with 4-dimensional data. A potential reason for this difference in accuracy could be that a larger input feature space would be much more informative and help the network to learn more efficiently for a harder task. Comparing the accuracy between the Retina and the Pneumonia task, it can be observed that the Retina dataset presents a more challenging task. The quantum simulations achieve similar performance to the classical one, while for the case where both the training and the inference were performed on a quantum computer, a drop in the performance is recorded, mainly due to the noise present in the hardware and the higher difficulty of the dataset.

We provide now a more detailed description of the different experiments that were performed.

For the quantum-assisted neural networks, we used two architectures, one of size \([4, 4, 2]\) and the other \([8, 4, 2]\), meaning the input size is four or eight dimensions respectively, and both has exactly one hidden layer of four nodes. We used the sigmoid as activation function, and performed binary classification. We also used two small orthogonal neural networks of size \([4, 2]\) and \([8, 2]\), meaning the input size is four or eight dimensions respectively, with no hidden layer. We used the same sigmoid as activation, and performed binary classification. This change in architecture is due to the fact that the circuit complexity for each orthogonal layer is still quite high for current quantum machines, and better quality qubits would be required in order to scale these architectures up. We performed two different classification tasks, one for the Pneumonia-MNIST dataset, and one between class 0 and classes \(\{1, 2, 3, 4\}\) of the Retina-MNIST dataset. For each task, training and forward inference were performed in combinations of classical, quantum simulator, and quantum hardware.

Experiments involving classical methods or quantum simulators have been repeated ten times each to extract mean values and error bars for the AUC and ACC quantities. The mean values appear in Table 2 and the errors are bounded by \(\pm 0.01\) for most cases and reach up to \(\pm 0.04\), which reflects the randomness in initialization of the weights and randomness in the quantum estimation procedures. For the hardware experiments, we performed the experiments exactly once per different type of neural network, layer architecture, training method, inference method, and each training and test sets of the Retina-MNIST and Pneumonia-MNIST datasets. Each hardware experiments took between 45 minutes to several hours. The longest one, training the \([4, 4, 2]\) quantum-assisted neural network, took more than 10 hours, with the majority of time spent not on the actual quantum hardware but on handling a large number of jobs within the quantum cloud service. Training and forward in-
Table 2: Results of our experiments on Pneumonia and Retina datasets, reported for the train set and the test set, using AUC and ACC. Methods include quantum-assisted neural networks (qNN) or quantum orthogonal neural network (qOrthoNN) with different layer architectures. The training and inference are done classically via standard forward/backpropagation (CLA), or in a quantum-assisted way both on a quantum simulator (SIM) and on quantum hardware (QHW) for the qNN; and with the Singular-Value Bounded algorithm (SVB), or with a quantum pyramid circuit algorithm both on a quantum simulator (QPC-SIM) or on quantum hardware (QPC-QHW) for the qOrthoNN. The experiments that do not involve quantum hardware have been repeated ten times: mean values are shown in this table, and the standard deviation is in most cases $\pm 0.01$ and up to $\pm 0.04$. All results include Error Mitigation (A.4).

In order to more precisely benchmark the performance of the quantum hardware for different types of quantum circuits we used, we provide in the Appendix, Section A.6 an analysis where we plot the simulated versus the experimental value of the output of the quantum circuits we used in the quantum-assisted neural networks over the entire test sets. This allows us to see how the quantum hardware behaves on real data. For the 5 qubit experiments the hardware results are very close to the expected ones, while for the 9-qubit experiments we see that with some large probability the hardware execution diverges from simulated results.

We note also that simulations show that the models trained through quantum methods can be robust. Variation in AUC and ACC between different simulated runs are small and comparable to the classical models. On the other hand, the behavior of the quantum hardware can be quite unstable over time, where repeating an experiment in different days or weeks can provide quite different results. This instability in performance is not due to the randomness in the training or inference method where variation from the simulation results is showed to be very small, namely around $\pm 0.01$, but due to the levels of noise in the hardware that varies between different time periods, between the specific subset of qubits one uses within the same quantum computer, and between different quantum hardware machines.

**Simulation results** Looking at the quantum simulation results, AUC and ACC of the quantum-assisted neural networks match those of the corresponding classical ones. This is to be expected, since the quantum circuits assist the training process but do not change the classical architectures. The main difference stems from quantum procedures which estimate and not compute exactly quantities such as inner products between data points and weights. This way, the quantum-assisted neural-nets are closer to classical FNNs where noise has been injected artificially during training and inference. Such noise injection can actually be beneficial at times, especially in the presence of small training sets, since they make the models more robust and potentially generalize better.

For the quantum orthogonal neural networks, performance varies more compared to the performance of equivalent classical orthogonal neural networks based on Singular Value Decomposition (SVB), and this difference can be explained by...
the fact that training methods which are completely different. Our new way of training optimizes parameters of the gates of the pyramidal quantum circuit instead of elements of the weight matrices, which allows for a training in time $O(n^2)$ instead of the previously known $O(n^3)$ [32]. Moreover, the models produced are often quite different due to the gradient optimization on the landscape of the circuit parameters, and thus can be a powerful source of more accurate models. We provide one such example of a substantially different training in Fig.15, where we see substantial difference in the ACC and confusion matrices, where our new way of training achieves 75% accuracy and the SVB-based one does not train and outputs practically always 1.

Figure 15: Results of training of an [32,16,2] orthogonal neural network on the Retina-MNIST (classes 0 vs. {1,2,3,4}) with training set of size 1080 (486-594) and test size 400 (174-226) with the SVB-based algorithm (left side: ACC(test) = 58.25%) and the simulated quantum pyramid circuit algorithm (right side: ACC(test) = 75.25%).

Enabled by tailor-made quantum simulators designed specifically for the circuits used in this work, we were able to perform larger-scale simulations, which provide strong evidence of the scalability of our methods. In Fig.16 we provide an example of simulation results for quantum-assisted neural networks on the 784 dimensional images that match the accuracy of the classical NNs.

In the Appendix, Section A.6, we provide simulations of the training of the quantum orthogonal neural networks for different layer sizes to show in practice the asymptotic running time of $O(n^2)$ of the quantum pyramid circuit training algorithm. We also provide more details about the number of steps that the quantum-assisted neural networks take in comparison to the classical training.

**Hardware results** Looking at the results of the hardware demonstration, it is clear that current hardware is not ready to perform (medical) image classification in a way that is competitive to classical neural networks, since the hardware does not have sufficient number and quality of qubits. Possibly better algorithms and heuristics are needed to train better and faster models. Nevertheless, experiments showed promising results with 5-qubit and to a lesser extent with 9-qubit circuits, providing small-scale confirmation of the proposed methods, while the larger simulations we performed provide more evidence about scalability and future performance.

One can see the overall results of the simulations and hardware experiments in Table 2: classically-trained architectures and quantum forward inference matches the classical and quantum simulator performance for quantum assisted NNs. However, when both training and forward inference are performed on the quantum computer, the [4,4,2] neural network managed to train with a small drop in the accuracy, while the [8,4,2] neural network did not train at all, predicting always the same classification value for the entire dataset. This accuracy drop for larger and deeper quantum circuits is mainly due to the noise accumulation when using current quantum hardware.

For the orthogonal neural networks, results of the hardware demonstration match the quantum simulation ones, with a small drop only for
the Retina-MNIST and the 9-qubit experiments, showing that overall the hardware has sufficient quality to perform the necessary quantum circuits. Note that in this case, we have shown that the training can always be performed optimally classically.

We provide some further results, including AUC, ACC and confusion matrices for a number of the experiments in the Appendix, Section A.6.

3.3 Discussion

We introduced two quantum methods for neural networks in this work: the quantum-assisted neural networks, which are classical neural networks that use a quantum computer to assist in their training and inference through quantum procedures for efficiently loading data and performing inner product estimation; and the quantum orthogonal neural networks, a quantum generalization of classical orthogonal neural networks, which is based on unary amplitude encoding and the pyramidal quantum circuit as an ansatz. We provided an optimal training algorithm for both classical and quantum orthogonal neural networks, improving on previously known training methods for such networks.

We also studied the effectiveness of these quantum methods for medical image classification. We used the MedMNIST suite of datasets as standardized and lightweight benchmarks for classification via quantum techniques, and we show via simulations and hardware demonstrations how quantum-assisted neural networks and quantum orthogonal neural networks can be powerful tools for image classification. Our methods can be combined with other types of parametrized quantum circuits that explore larger Hilbert spaces. However, if and how these other techniques can enhance training of models on classical data is still an open question, while our current methods have been designed to retain a clear connection to classical methods, and allow theoretical study of their scalability, performance and training time. Simulations and hardware experiments we performed were extensive, showing the power and limitations of current hardware; we also devise error mitigation techniques that improved the results.

Regarding the potential advantages of quantum neural network techniques in more general: with respect to the accuracy of the quantum models, we see the potential of quantum neural networks to provide different and at times better models, by having access to different optimization landscapes that could avoid effects like barren plateaus due to quantum properties such as orthogonality. We performed gradient computations for the more complex orthogonal neural network case, and the techniques can be readily transferred to this easier case. Whether such different quantum models are advantageous will depend on the specifics of the use case, and further experimentation is certainly needed.

Regarding computation speed, with the coming of faster quantum machines that can perform parallel gates on qubits, we expect quantum training and inference via the log-depth quantum inner product estimation circuits to become quite efficient. However, highly specialized classical hardware such as GPUs and TPUs are extremely efficient in matrix-matrix multiplications, and it is very likely that more powerful quantum techniques will have to be combined with the simpler techniques described here if we would like to also provide speedup with respect to classical training. In addition to provable scalability, the study of quantum neural networks can also lead to novel, faster classical training methods, as is the case for orthogonal neural networks (see Section 2.3).

This work has also opened the way for more advanced quantum methods where the same pyramidal quantum circuits can be shown to be closely related to Clifford Algebras and compound matrices where speedups can be more important [36]. They can also be used in more complex quantum architectures and provide clear improvements in accuracy [49]. Furthermore, it is possible to use the proposed orthogonal layers to explore a larger part of the Hilbert space by using higher hamming weight states as inputs. Potential solutions include loading a superposition of more than one data points or a polynomial expansion of the classical data vector.

Last, the application of neural networks is ubiquitous in almost all data domains, not only in image classification. Hence, we expect the quantum methods developed and tested in this work to have much broader impact both in life sciences and beyond. Such methods will of course continue to be refined as the hardware
evolves.

3.4 Data Availability

The data supporting the findings is available from the corresponding author upon reasonable request.
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A Appendix

A.1 Classical Orthogonal Neural Network Training

For completeness, we present two algorithms from [32] for updating orthogonal matrices.

The first algorithm is an approximate one, called Singular Value Bounding (SVB). It starts by applying the usual gradient descent update on the matrix, therefore making it not orthogonal anymore. Then, the singular values of the new matrix are extracted using Singular Value Decomposition (SVD), their values are manually pushed to be close to 1, and the matrix is re-composed, hence enforcing orthogonality. This method shows less advantage on practical experiments [32]. It has a complexity of $O(n^3)$ due to the SVD, and in practice is better than the second algorithm described below. Note that this running time is still asymptotically worse than $O(n^2)$, the running time to perform standard gradient descent.

The second algorithm ensures perfect orthogonality by performing the gradient descent in the manifold of orthogonal matrices, called the Stiefel Manifold. In practice, [32] this method showed a substantially advantageous classification results on standard datasets, indicating that perfect orthogonality can be a much more desired property than approximate one. This algorithm requires $O(n^3)$ operations, and is quite prohibitive in practice. We give an informal step-by-step detail of this algorithm:

1. Compute the gradient $G$ of the weight matrix $W$.

2. Project the gradient matrix $G$ in the tangent space, (The space tangent to the manifold at this point $W$): multiply $G$ by some other matrices based on $W$:

   $$(I - WW^T)G + \frac{1}{2}W(W^TG - G^TW)$$

   This requires several matrix-matrix multiplications. In the case of square $n \times n$ matrices, each has complexity $O(n^3)$. the result of this projection is called the manifold gradient $\Omega$.

3. update $W' = W - \eta \Omega$, where $\eta$ is the chosen learning rate.
A.3 Mapping orthogonal matrices to pyramids

As described in Section 2.3.2, any pyramidal circuit gives rise to a classical orthogonal matrix. To prove that this is a bijective relation, we need to show that any orthogonal matrix can be represented as a pyramidal circuit. As we said before, in fact an orthogonal matrix with determinant 1 can be mapped into a pyramidal circuit, while any orthogonal matrix with determinant $-1$ can be mapped to a pyramidal circuit plus a single $Z$ gate on the last qubit. Let us be more precise about the last statement. For an orthogonal matrix $O$ with determinant $-1$, we can factorize the matrix as $O^{-1}Z$, where $O^-$ is equal to $O$ apart from the last column where all signs are flipped. The matrix $Z$ is equal to the Identity matrix with only the last diagonal element being $-1$ instead. Now this $Z$ matrix corresponds to the application of the $Z$ gate restricted to the unary basis, and the $O^-$ matrix is now an orthogonal matrix with determinant 1. It remains to show how an orthogonal matrix with determinant 1 can be mapped to a pyramid circuit.

As said in Section 2.3.4, each element of an orthogonal matrix can be seen as the sum of all possible paths from some input qubit to some output qubit and each term in this sum is a product of cosines and sines of the angles of the gates that one encounters in the path (see below for a simple $3 \times 3$ case). Note that finding the exact expression for each element of the matrix is possible but not efficient, but here we are only interested in showing the bijection and in fact we never go back to an orthogonal matrix from a pyramidal circuit during our training or inference. Knowing the elements of the matrix, one can retrieve the angles themselves by essentially solving a system of equations. More precisely, we traverse the orthogonal matrix column by column from right to left, and going from bottom to top (until before the anti-diagonal element) in each column. Since we know exactly the expression in terms of sines and cosines of a subset of angles for each matrix element, we just need to equate it with the corresponding actual value in the orthogonal matrix. Traversing it in this manner always leads to equations with only one unknown angle which can be, therefore, easily retrieved.

We show a simple illustrative example for the $3 \times 3$ case (see Fig.8). The equation below shows how we can map the elements of a $3 \times 3$ orthog-
onal matrix $M = [M_{ij}]$ to the angles of a $3 \times 3$ pyramidal circuit, as in Fig.8. $M$ has only 3 free parameters that we will find by traversing the matrix as we described above.

$$
\begin{pmatrix}
\cdot & \cdot & -s(\theta_2)c(\theta_3) \\
\cdot & \cdot & c(\theta_1)s(\theta_2) \\
c(\theta_1)s(\theta_2) & c(\theta_2) & M_{32}
\end{pmatrix} =
\begin{pmatrix}
\cdot & \cdot & M_{33} \\
\cdot & \cdot & M_{32} \\
M_{23} & M_{32} & M_{33}
\end{pmatrix}
$$

We find the angles using the following set of equations, in this order:

$$
\begin{align}
(1) \quad M_{33} &= \cos(\theta_2) \\
(2) \quad M_{23} &= -s(\theta_2)c(\theta_3) \\
(3) \quad M_{32} &= c(\theta_1)s(\theta_2)
\end{align}
$$

This can be solved sequentially to find the set of corresponding angles.

$$
\begin{align}
\theta_2 &= \arccos(M_{33}) \\
\theta_3 &= -\arccos(\frac{M_{23}}{\sin(\theta_2)}) \\
\theta_1 &= \arccos(\frac{M_{32}}{\sin(\theta_2)})
\end{align}
$$

It is easy to see how this procedure generalizes to the general case.

### A.4 Error Mitigation

It is important to notice that with our restriction to unary states, strong error mitigation techniques become available. Indeed, as we expect to obtain only quantum superposition of unary states at every layer, we can post process our measurements and discard the ones that present non-unary states (i.e. states with more than one qubit in state $|1\rangle$, or the ground state). The most expected error is a bit flip between $|1\rangle$ and $|0\rangle$. The case where two bit flips happen at the same time, which would change a unary state to a different unary state and would thus pass through our error mitigation, is even less probable. This error mitigation procedure can be applied efficiently to the results of a hardware demonstration, and it has been used in the results presented in this paper. Note that error mitigation techniques involving specific hardware noise models or other techniques, are not included in this work.

### A.5 Quantum Orthogonal Network: Tomography

As shown in Fig.9, when using the quantum circuit, the output is a quantum state $|y\rangle = |Wx\rangle$. As often in quantum machine learning [50], it is important to consider the cost of retrieving the classical outputs, using a procedure called tomography. In our case this is even more crucial since, between each layer, the quantum output will be converted into a classical one in order to apply a non-linear function, and then reloaded for the next layer.

Retrieving the amplitudes of a quantum state comes at cost of multiple measurements, which requires running the circuit multiples times, hence adding a multiplicative overhead in the running time. A finite number of samples is also a source of approximation error in the final result. In this work, we will allow for $\ell_\infty$ errors [8]. The $\ell_\infty$ tomography on a quantum state $|y\rangle$ with unary encoding on $n$ qubits requires $O(\log(n)/\delta^2)$ measurements, where $\delta > 0$ is the error threshold allowed. For each $j \in [n]$, $|y_j|$ will be obtained with an absolute error $\delta$, and if $|y_j| < \delta$, it will most probably not be measured, hence set to 0. In practice, one would perform as many measurements as is convenient during the experiment, and deduce the equivalent precision $\delta$ from the number of measurements made.

Note that it is important to obtain the amplitudes of the quantum state, which in our case are positive or negative real numbers, and not just the probabilities of the outcomes, which are the squares of the amplitudes. There are different ways of obtaining the sign of the amplitudes, and we present two different ways below.

Indeed, a simple measurement in the computational basis will only provide us with estimations of the probabilities that are the squares of the quantum amplitudes. In the case of neural networks, it is important to obtain the sign of the layer’s components in order to apply certain type of non-linearities. For instance, the ReLu activation function is often used to set all negative components to 0.

In Fig.18, we propose a specific enhancement to our circuit to obtain the signs of the vector’s components at low cost. The sign retrieval procedure consists of three parts.

1. The circuit is first applied as described above, allowing to retrieve each squared am-
Figure 18: First tomography procedure to retrieve the value and the sign of each component of the resulting vector $|y\rangle = |Wx\rangle$. Circuit a) is the original one, while circuits b) and c) have additional RBS gates with angle $\pi/4$ at the end to compare the signs between adjacent components. In all three cases, an $\ell_\infty$ tomography is applied.

2. We apply the same steps a second time on a modified circuit. It has additional RBS gates with angle $\pi/4$ at the end, which will mix the amplitudes pair by pair. The probabilities to measure $|e_1\rangle$ and $|e_2\rangle$ are now given by $p(e_1) = (y_1+y_2)^2$ and $p(e_2) = (y_1-y_2)^2$. Therefore, if $p(e_1) > p(e_2)$, we have $\text{sign}(y_1) \neq \text{sign}(y_2)$, and if $p(e_1) < p(e_2)$, we have $\text{sign}(y_1) = \text{sign}(y_2)$. The same holds for the pairs $(y_2, y_3)$, $(y_4, y_5)$ and so on.

3. We finally perform the same, where the RBS gates are shifted by one position below. Then we compare the signs of the pairs $(y_2, y_3)$, $(y_4, y_5)$ and so on.

At the end, we are able to recover each value $y_j$ with its sign, assuming that $y_1 > 0$ for instance. This procedure has the benefit of not adding depth to the original circuit, but requires 3 times more runs. The overall cost of the tomography procedure with sign retrieval is given by $O(n/\delta^2)$.

In Fig.19 we propose another method to obtain the values of the amplitudes and their signs, which is in fact what we used for the hardware demonstrations. Compared to the above procedure, it relies on one circuit only, but requires an extra qubit and a depth of $3n + O(1)$ instead of $2n + O(1)$.

This circuit performs a Hadamard and CNOT gate in order to initialize the qubits in the state $\frac{1}{\sqrt{2}} |0\rangle |0\rangle + \frac{1}{\sqrt{2}} |1\rangle |e_1\rangle$, where the second register corresponds to the $n$ qubits that will be processed by the pyramidal circuit and the loaders.

Next, applying the data loader for the normalized input vector $x$ (see Section 2.3.3) and the pyramidal circuit will, according to Eq.(7), map the state to

$$\frac{1}{\sqrt{2}} |0\rangle + \frac{1}{\sqrt{2}} |1\rangle \sum_{j=1}^{n} W_j x |e_j\rangle$$

In other words, we performed the pyramid circuits controlled on the first qubit being in state $|1\rangle$. Then, we flip the first qubit with an X gate and perform a controlled loading of the uniform norm-1 vector $(\frac{1}{\sqrt{n}}, \ldots, \frac{1}{\sqrt{n}})$. For this, we add the adjoint data loader for the state, a CNOT gate and the data loader a second time. Recall that if a circuit $U$ is followed by $U^\dagger$, it is equivalent to the identity. Therefore, this will load the uniform state only when the first qubit is in state $|1\rangle$:

$$\frac{1}{\sqrt{2}} |0\rangle \sum_{j=1}^{n} W_j x |e_j\rangle + \frac{1}{\sqrt{2}} |1\rangle \sum_{j=1}^{n} \frac{1}{\sqrt{n}} |e_j\rangle$$

Note that the final transposed loader could be in fact replaced by a parallel data loader (see Fig.2) for shorter depth.

Finally, a Hadamard gate will mix both parts of the amplitudes on the extra qubit to give us the desired state:

$$\frac{1}{2} |0\rangle \sum_{j=1}^{n} \left( W_j x + \frac{1}{\sqrt{n}} \right) |e_j\rangle + \frac{1}{2} |1\rangle \sum_{j=1}^{n} \left( W_j x - \frac{1}{\sqrt{n}} \right) |e_j\rangle$$

On this final state, we can see that the difference in the probabilities of measuring the extra qubit in state 0 or 1 and rest in the unary state $e_j$ is given by $\text{Pr}[0, e_j] - \text{Pr}[1, e_j] = \frac{1}{2} (W_j x - \frac{1}{\sqrt{n}}) |e_j\rangle$.
\( \frac{1}{4} \left( W_j x + \frac{1}{\sqrt{n}} \right)^2 - \frac{1}{4} \left( W_j x - \frac{1}{\sqrt{n}} \right)^2 = W_j x / \sqrt{n} \).

Therefore, for each \( j \), we can deduce the sign of \( W_j x \) by looking at the most frequent output of the measurement of the first qubit. To deduce as well the value of \( W_j x \), we simply use \( \Pr[0, e_j] \) or \( \Pr[1, e_j] \) depending on the sign found before. For instance, if \( W_j x > 0 \) we have \( W_j x = 2 \sqrt{\Pr[0, e_j]} - \frac{1}{\sqrt{n}} \).

Combining with the \( \ell_\infty \) tomography and the non-linearity, the overall cost of this tomography is given by \( \tilde{O}(n/\delta^2) \) as well.

### A.6 Additional details on Quantum Experiments

#### A.6.1 Quantum software

Software development of quantum algorithms was performed using tools from the QC Ware Forge platform, including the quasar language, the data loader and the inner product estimation procedures, as well as the quantum pyramid circuits. Simulations of quantum circuit were done in the noise-free model. The final circuits were translated into qiskit circuits that were then sent to the IBM hardware.

The datasets were downloaded from the MedMNIST repository [44] and pre-processed using the sklearn implementation of PCA.

For benchmarking as accurately as possibly against classical fully-connected neural networks, we used the code from [51] for training classical neural networks. For the quantum-assisted neural networks, we adapted this code to use a quantum procedure for the dot product computations. For the orthogonal neural networks, we implemented our new training algorithm for quantum orthogonal neural networks (See Section 2.3), and we also developed the code for classical orthogonal neural networks based on singular value decomposition, following [32].

#### A.6.2 Optimizations for the hardware demonstration

Before describing the experimental results, we outline briefly optimizations of our circuit design.

First, using unary encoding for loading the data is very useful in order to mitigate errors that arise from the hardware. In fact, all results that correspond to outcomes which are not unary strings can be discarded and this dramatically increases the accuracy of the computation, as we see in the experimental results below.

Further optimizations were performed with respect to the layout of the hardware machines and the translation of the RBS gates into native hardware gates. We provide in Fig. 20 the final qiskit circuits that were used for one [4, 2] layer of the quantum-assisted neural network and of the quantum orthogonal neural network, where an efficient compilation of the original circuits have led to a reduction of the number of gates, in particular by removing a number of Hadamard gates that were appearing as pairs. The purple boxes correspond to the \( R_y \) single qubit gates with the corresponding parameter noted within the box. Descriptions of this [8, 4] layer of the quantum-assisted neural network and the [8, 2] layer of the quantum orthogonal neural network can be found in the Appendix, Section A.6.

#### A.6.3 Additional quantum circuits

Circuits for one [8, 4] layer of the quantum-assisted neural network and one [8, 2] layer of the quantum orthogonal neural network are shown below.

#### A.6.4 Additional simulation results

As shown in Section 2.3.6, run time of training of the orthogonal neural networks based on the
quantum pyramid circuit scales linearly with respect to the number of parameters. This is corroborated by our results shown in Fig. 23. In particular, we trained $[n, n, 2]$ quantum orthogonal neural networks, for different integer values of $n \in [2, 392]$ and saw that the running time grows with respect to the number of parameters as $0.5n^2 + 1.5n - 3$. This is asymptotically better than the previously known training algorithms for orthogonal neural networks that run in time $O(n^3)$.

Note that the run time of quantum-assisted neural networks can be analyzed theoretically as in [31], where the main difference compared to classical fully-connected neural networks is on the computation of the inner product between vectors. While on a single CPU an inner-product computation between two $n$-dimensional vectors takes $n$ steps, on a single quantum processing unit with the ability to perform parallel quantum gates, inner product estimation uses a quantum circuit of depth only $2 \log(n) - 1$. These shallow quantum circuits need to be repeated a number of times (shots) in order to get an accurate estimation of the inner product. By applying Chernoff bounds on estimation of a binomial distribution, we see that an $\epsilon$-accurate result in the quantum circuit needs to be repeated $O(1/\epsilon^2)$ times. From trial and error, we found that repeating the quantum circuits 400 times (independent of the dimension $n$) suffices to get the desired accuracy. In Fig. 24 we compare the scaling of the number of steps on a quantum chip versus a single classical and see that for images of size $100 \times 100$ the number of quantum steps required starts to become smaller. A smaller number of theoretical steps does not imply necessarily a faster running time, since here we assume the calculations to be performed by a single quantum processor which can apply gates on different qubits in parallel (see e.g. [38]) and we only compare to a single CPU.
As we have said, using GPUs or TPUs can substantially speedup the time to perform a large number of inner products, and hence we do not think that speed should be the primary goal of quantum neural networks. One should also take into account the time to apply one quantum or one classical step, which can vary from machine to machine.

Figure 24: Scaling of quantum steps for the inner product estimation between two n-dim vectors (blue: $400(2\log n - 1)$) versus for the classical inner product computation (red: $n$). The crossover point is for $100 \times 100$ pixel images.

A.6.5 Additional hardware results

In Fig. 25, 26, and 27 AUC curves, ACC and confusion matrices for some of the experiments we performed are shown. Examples include both Pneumonia and Retina datasets, quantum-assisted and orthogonal neural networks, and for training and forward inference on simulators or quantum hardware.

We also present here an analysis for the quantum circuits we used in order to perform the quantum-assisted neural networks, namely the quantum inner product estimation circuits, which are useful for other applications beyond training neural networks. In particular, we present inference results aggregated from 624 data points found in the test set of Pneumonia-MNIST and from 400 data points found in the test set of Retina-MNIST. Results are shown for both the [4,4,2] and [8,4,2] quantum-assisted neural networks, and we check the estimated value of the first node in the final layer of the neural network (which corresponds to the first class of the binary classification task) on the simulator versus on the real hardware. Weights of the trained model were obtained from the quantum simulator. This allows us to run the same quantum circuits a large number of times on different inputs and get an estimate of how well the quantum hardware can perform this particular application task.

In Fig. 28, we see that for the [4,4,2] architecture, results of the hardware executions are quite close to the simulation for both data sets. In Fig. 29, we see that for the [8,4,2] architecture, while most of the hardware results agree with the simulations, there is a large fraction of the points where an error occurs in the quantum circuit.
Figure 27: Training of an [4,2] quantum orthogonal neural network on the Retina-MNIST with training set of size 1080 (486-594) and test size 400 (174-226) with testing on a quantum simulator (left: AUC (test set) = 0.73, ACC (test set) = 70%), and testing on the quantum hardware (right: AUC (test set) = 0.74, ACC (test set) = 70.75%).

Figure 28: Experimental versus simulated value of the first node of the final layer of the [4,4,2] qNN. Pneumonia: slope=0.94 ± 0.09, intercept=0.04 ± 0.06; Retina: slope=0.50 ± 0.15, intercept=0.26 ± 0.10

Figure 29: Experimental versus simulated value of the first node of the final layer of the [8,4,2] qNN. Pneumonia: slope=0.63 ± 0.09, intercept=0.19 ± 0.06; Retina: slope=0.50 ± 0.15, intercept=0.26 ± 0.10

caus[ing the results between simulation and hardware execution to diverge. This divergence does not necessarily translate to a drop in accuracy, as reflected in Table 2, since some points that were misclassified by the simulator can now be classified correctly on the quantum hardware due to possible errors in the quantum circuits. It is quite clear that the larger circuits we used are pushing the boundaries of what the current quantum machines can perform reliably, and one would need better and more robust hardware to increase confidence on how quantum machine learning techniques can help in image classification tasks.