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Fluctuation theorems provide a correspondence between properties of quantum systems in thermal equilibrium and a work distribution arising in a non-equilibrium process that connects two quantum systems with Hamiltonians $H_0$ and $H_1 = H_0 + V$. Building upon these theorems, we present a quantum algorithm to prepare a purification of the thermal state of $H_1$ at inverse temperature $\beta \geq 0$ starting from a purification of the thermal state of $H_0$ at the same temperature. The complexity of the quantum algorithm, given by the number of uses of certain unitaries, is $\tilde{O}(e^{\beta(\Delta A - w_1)/2})$, where $\Delta A$ is the free-energy difference between the two quantum systems and $w_1$ is a work cutoff that depends on the properties of the work distribution and the approximation error $\epsilon > 0$. If the non-equilibrium process is trivial, this complexity is exponential in $\beta \|V\|$, where $\|V\|$ is the spectral norm of $V$. This represents a significant improvement over prior quantum algorithms that have complexity exponential in $\beta \|H_1\|$ in the regime where $\|V\| \ll \|H_1\|$. The quantum algorithm is then expected to be advantageous in a setting where an efficient quantum circuit is available for preparing the purification of the thermal state of $H_0$ but not for preparing the thermal state of $H_1$. This can occur, for example, when $H_0$ is an integrable quantum system and $V$ introduces interactions such that $H_1$ is non-integrable. The dependence of the complexity in $\epsilon$, when all other parameters are fixed, varies according to the structure of the quantum systems. It can be exponential in $1/\epsilon$ in general, but we show it to be sublinear in $1/\epsilon$ if $H_0$ and $H_1$ commute, or polynomial in $1/\epsilon$ if $H_0$ and $H_1$ are local spin systems. In addition, the possibility of applying a unitary that drives the system out of equilibrium allows one to increase the value of $w_1$ and improve the complexity even further. To this end, we analyze the complexity for preparing the thermal state of the transverse field Ising model using different non-equilibrium unitary processes and see significant complexity improvements.
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1 Introduction

1.1 Background and outline

The simulation of physical systems at thermal equilibrium is an important problem in many fields of research, including physics, quantum information, chemistry, biology, and discrete optimization (cf. [1–12]). One way to approach this problem is via Gibbs sampling, that is, by using a computer to sample states or configurations according to the Gibbs or thermal distribution. Indeed, two of the most important algorithms in statistical physics, namely Markov chain Monte Carlo (MCMC) [1,13] and quantum Monte Carlo (QMC) [3,14], produce such configurations. These methods are powerful and used widely, but can also suffer from severe limitations, which include the production of correlated outcomes and the well-known sign problem that can lead to prohibitive runtimes [13, 15,16]. Developing novel, possibly more efficient methods for studying physical systems in thermal equilibrium is an ongoing quest.

The simulation of quantum systems is expected to be one of the main applications of quantum computing. Accordingly, in recent years we have seen a handful of quantum algorithms for studying thermal equilibrium. These algorithms are described as sequences of unitary operations or quantum gates, with a guarantee that the final (reduced) state of the quantum computer encodes, or is a good approximation of, the thermal state of a quantum system of interest [4,6,17–22]. In some cases, the complexity of the quantum algorithm is provably better than that of its corresponding classical analogue, thereby providing a type of quantum speedup [6,23–25]. However, in contrast to known quantum algorithms for simulating the dynamics of quantum systems [26–33], existing quantum algorithms for thermal states are not very sophisticated and still present various limitations. For example, the quantum algorithm in Ref. [7] can lead to very large relaxation times if the choice of updates is poor; a problem related to critical slowing down in Monte Carlo simulations [34].

The quantum algorithms in Refs. [17,21] transform the maximally entangled state into a coherent version (purification) of the thermal state. This is related to a thermalization process that brings an infinite-temperature state to one at finite temperature and, again, can be highly inefficient. Moreover, except for a few known cases [19,20,22], the runtimes of these quantum algorithms are often exponential in the strength (spectral norm) of the Hamiltonian that models the quantum system. While this is reasonable for worst-case instances from complexity-theory arguments [35], improved runtimes should be expected under further considerations, such as when the initial state is not “far” from the target thermal state, or when physical properties of the systems can be exploited. The algorithms mentioned above are not capable of taking advantage of such considerations, which is a main motivation for developing the algorithm presented here.

In this paper, we propose a novel quantum algorithm for preparing thermal states that avoids some limitations of prior algorithms, as we discuss below. Our quantum algorithm is inspired by fluctuation theorems, which play an important role in statistical mechanics [36–40]. These theorems provide useful computational tools for studying physical systems in thermal equilibrium from non-equilibrium properties. They introduce the notion of “work” $w \in \mathbb{R}$, which is a random quantity that can be measured in a non-equilibrium process that drives an initial thermal equilibrium state out of equilibrium by parametrically changing the system Hamiltonian. The distribution $P(w)$ contains information that relates to thermal equilibrium properties of $H_0$ and $H_1$. For instance, by simulating a non-equilibrium process and sampling work values one can determine the free-energy difference between two thermal equilibrium states [41,42].

Our quantum algorithm does not directly simulate the non-equilibrium process to sample from $P(w)$, but applies a sequence of operations which, in effect, reproduces it. The produced quantum state can be shown to be a good approximation to the thermal state of $H_1$ at given inverse temperature $\beta \geq 0$. Our algorithm assumes access to a unitary that prepares the purification of the thermal state of $H_0$, which might be implemented efficiently for integrable systems. The runtime of our quantum algorithm depends on several factors, including the magnitude of the perturbation $V$ such that $H_1 = H_0 + V$, the approximation error, and the characteristics of the non-equilibrium process. In particular, we show that the runtime is bounded by an exponential in $\beta ||V||$, where $||V||$ is the spectral norm of $V$, when the non-equilibrium process is trivial. This is a significant improvement over prior quantum algorithms for thermal states [17,18,21], especially when $||V|| \ll ||H_1||$; see Sec. 1.4 for a detailed comparison. The runtime of our quantum algorithm can be further
improved with a choice for the non-equilibrium process that depends on the physical properties of the quantum systems. Our results are then another example where a powerful technique from statistical physics can be adapted to provide sophisticated quantum simulation algorithms with various improvements.

The outline of our paper is as follows. In Sec. 1.2 we describe the thermal-state preparation problem, and in Sec. 1.3, we present the main complexity results of our quantum algorithm. In particular, we discuss how this complexity depends on properties of the non-equilibrium process and the Hamiltonians, such as when $H_0$ and $H_1$ commute, or when $H_0$ and $H_1$ are local spin Hamiltonians. In Sec. 1.4 we compare our results with those of the related works.

In Sec. 2, we set the stage for our quantum algorithm, where we first discuss the *two-time measurement scheme* that provides a simple connection between non-equilibrium and thermal-equilibrium properties in quantum systems. We discuss how this scheme could be adapted to construct a quantum algorithm for preparing thermal states, but this approach presents other shortcomings, as we discuss in Sec. 2.1.1. Then, in Sec. 2.2, we provide another realization of the scheme, which we name the two-copy measurement scheme, that avoids those shortcomings and forms the basis of our quantum algorithm described in Sec. 3.

Our quantum algorithm requires implementing a good approximation of an exponential operator, which is discussed in Sec. 3.3. The approximation is based on a Fourier series (Sec. 3.3.2). The steps of the algorithm are given in Sec. 3.4 and the proof of our main result on complexity is in Sec. 3.5. The complexity is exponential in $\beta(\Delta + w_1)/2$, where $\Delta$ is the free-energy difference between the quantum systems $H_1$ and $H_0$ at inverse temperature $\beta$, and $w_1 \in \mathbb{R}$ is what we call a work cutoff. The work cutoff is then analyzed in Sec. 4, where we provide several bounds for $w_1$ for general Hamiltonians (Sec. 4.1), commuting Hamiltonians (Sec. 4.2), and local spin Hamiltonians (Sec. 4.3). These bounds also determine the complexity of the quantum algorithm in terms of its approximation error. The work cutoff, and hence the complexity of our algorithm, can be further improved by first applying a unitary that drives the system out of equilibrium. We explore this numerically for the case of preparing the thermal state of the transverse-field Ising model and see significant complexity improvements even for small system sizes ($n \leq 11$). Furthermore, in Appendix B we derive the form of an optimal unitary for which the work cutoff is maximized.

In Sec. 5, we conclude with a summary of the results and also present some open problems. These regard further improvements of our algorithm by using other approximations to the exponential (e.g., a Chebyshev approximation), by considering other non-equilibrium processes, or by other uses of fluctuation theorems to compute thermal properties. To ease readability, the technical proofs of some complexity statements are given in respective appendices.

### 1.2 Problem statement

We describe the problem for $n$-qubit systems for simplicity but our results apply to all finite-dimensional quantum systems, including systems of qudits and fermionic systems, given access to the relevant unitaries. We write $\mathcal{H}_n = \mathbb{C}^N$ for the relevant Hilbert space of dimension $N = 2^n$.

The thermal-state preparation problem (TSPP) is defined as follows:

**Definition 1.1 (TSPP).** Given a Hamiltonian $H_1$ acting on $\mathcal{H}_n$, an inverse temperature $\beta \geq 0$, and an approximation error $\epsilon \geq 0$, the goal is to prepare a mixed quantum state $\tau_1$ that satisfies

$$\frac{1}{2}\|\tau_1 - \rho_1\|_1 \leq \epsilon,$$

where

$$\rho_1 := \frac{e^{-\beta H_1}}{Z_1}$$

is the thermal or Gibbs state and $Z_1 := \text{tr}(e^{-\beta H_1})$ is the partition function.

For any linear operator $A$ acting on $\mathcal{H}_n$, $\|A\|_1 := \text{tr}(\sqrt{AA^*})$ is the trace norm, $\text{tr}(\cdot)$ is the trace, and the left hand side of Eq. (1) is the trace distance between $\tau_1$ and $\rho_1$. A state $\tau_1$ that satisfies Eq. (1) cannot be distinguished from $\rho_1$ with probability greater than $\epsilon$ in a single-shot experiment [43, 44]. Moreover, expectations computed in $\tau_1$ differ from those in $\rho_1$ by an amount that is, at most, proportional to $\epsilon$. 

Accepted in Quantum 2022-08-22, click title to verify. Published under CC-BY 4.0.
1.3 Main results

In Sec. 2 we describe how fluctuation theorems determine thermal properties of a quantum system through properties of a work distribution $P(w) \geq 0$. Here, $w \in \mathbb{R}$ is a random variable that represents the work done on a system which is initially in thermal equilibrium with respect to $H_0$ but then is driven out of equilibrium by a unitary $U$. For closed systems, $w$ is simply equal to the change of the system’s energy, which can be determined by performing projective measurements of the Hamiltonian of the system at the start ($H_0$) and end ($H_1$) of the process. The probability of observing a change in energy corresponding to $w$ determines $P(w)$, which we formally define in Eq. (12). We assume $w \in [w_{\text{min}}, w_{\text{max}}]$, with $-\infty < w_{\text{min}} \leq w_{\text{max}} < \infty$. The lower tail of $P(w)$ gives rise to the notion of a work cutoff, $w_l$, where those samples satisfying $w < w_l$ do not contribute significantly to the thermal properties of the system and can be discarded.

Building upon these theorems, our main result is a quantum algorithm for preparing the thermal state $\rho_1$ starting from the thermal state $\rho_0 = e^{-\beta H_0}/Z_0$, given in a purified form $|\Psi_0\rangle$, where $Z_0 = \text{tr}(e^{-\beta H_0})$ is the partition function of $H_0$. The purification is such that $|\Psi_0\rangle \in \mathcal{H}_s \otimes \mathcal{H}_\omega$, where $\mathcal{H}_s \equiv \mathcal{H}_\omega$, encodes $\rho_0$ in $\mathcal{H}_s$, which is obtained by discarding or tracing out $\mathcal{H}_\omega$. The main figure of interest is the complexity of the quantum algorithm and its asymptotic scaling in terms of the inverse temperature $\beta$ and the error $\epsilon$. Certain results of this section show these dependencies explicitly for clarity, where complexities are stated using the big-$O$ notation. The following theorem is our main result, and is proven in Sec. 3.5.

**Theorem 1.2** (Quantum complexity for the thermal-state preparation problem). Let $H_0$ and $H_1$ be two Hamiltonians acting on $\mathcal{H}_s$, $\beta \geq 0$ be the inverse temperature, and $\epsilon \geq 0$ be the approximation error. Let $|\Psi_0\rangle \in \mathcal{H}_s \otimes \mathcal{H}_\omega$ denote a particular purification of the thermal state $\rho_0$ where $\mathcal{H}_s \equiv \mathcal{H}_\omega$, $U_0$ be the unitary that performs the map $|0\rangle \rightarrow |\Psi_0\rangle = U_0 |0\rangle$, and $U$ be a given unitary acting on $\mathcal{H}_s$. Then, there exists a quantum algorithm that solves the TSPP and prepares a quantum state $\tau_1$ that satisfies Eq. (1), that is,

$$\frac{1}{2} \| \tau_1 - \rho_1 \|_1 \leq \epsilon.$$  \hspace{1cm} (3)

The quantum algorithm makes $Q = \mathcal{O}(e^{\sqrt{\ln(1/\epsilon)}} e^\delta (\Delta(\beta) - w_l(\beta, \epsilon)))$ amplitude amplification rounds, on average, where $\Delta(\beta) := -\frac{1}{2} \ln(Z_1(\beta)/Z_0(\beta))$ is the free-energy difference and $w_l(\beta, \epsilon) \geq w_{\text{min}}$ is a work cutoff that satisfies

$$\sum_{w < w_l(\beta, \epsilon)} P(w) e^{-\beta (w - \Delta(\beta))} \leq \left( \frac{\epsilon}{6} \right)^2.$$  \hspace{1cm} (4)

Each amplitude amplification round uses the unitaries $U$, $U^\dagger$, $U_0$, and $U_0^\dagger$ once. It also makes $\mathcal{O}(\ln(1/\epsilon) + \beta(w_{\text{max}} - w_l(\beta, \epsilon)))^{3/2}$ uses of a controlled-$U$ unitary and its inverse, acting on $\mathcal{H}_s \otimes \mathcal{H}_\omega$, where $U := e^{i\delta W/2}$, $W := H_1 \otimes I - I \otimes H_0^\dagger$, and $\delta \leq \pi/16$. The Hamiltonian $H_0^\dagger$ is the complex conjugate of $H_0$ in the computational basis and $I$ is the identity. Additionally, the number of two-qubit gates per amplitude amplification round is $\mathcal{O}(\ln(1/\epsilon) + \beta(w_{\text{max}} - w_l(\beta, \epsilon)))^{3/2}$.

In Sec. 2 we will see that $\sum_w P(w) e^{-\beta w} = e^{-\beta \Delta(\beta)}$ which is known as the Jarzynski equality [37]. Then, the results in Thm. 1.2 could be alternatively stated in terms of properties of the work distribution alone. We stress that this work distribution depends not only on the initial and final Hamiltonians $H_0$ and $H_1$, and the inverse temperature $\beta$, but also on the unitary $U$. Hence the overall performance of the quantum algorithm depends on the choice of $U$.

Our quantum algorithm prepares a pure state $|\Psi_1\rangle \in \mathcal{H}_s \otimes \mathcal{H}_\omega$, a purification of $\tau_1$, and $\tau_1$ is obtained by discarding or tracing out $\mathcal{H}_\omega$. Working with purifications is advantageous for several reasons, including the efficient computation of thermal properties, where quantum-metrology techniques can be applied [45]. The quantum algorithm implements certain unitaries $U$, $U_0$, $U_1$, their inverses, and the controlled versions thereof. We work in a model where the implementation details of these unitaries are not essential, so the main complexity results presented in Thm. 1.2 can be regarded as the quantum query complexity of the quantum algorithm. One could obtain the full gate complexity from explicit constructions for those unitaries, but a detailed analysis of these constructions, which also depend on the presentation of the Hamiltonians, is outside the scope...
of this paper. Nevertheless, for completeness, in Appendix A we give one possible construction for $U$ using quantum signal processing and qubitization, when the Hamiltonians are presented as linear combination of unitaries [33, 46]. Additionally, finding $U_0$ is a difficult problem in general. Our quantum algorithm is then expected to be mostly useful in instances where $U_0$ can be accessed or efficiently constructed, and we provide an example of this in Sec. 4.3.2, where $H_0$ is non-interacting spin system.

The quantum algorithm in Thm. 1.2 is a unitary operation that acts on a Hilbert space $\mathcal{H} = \mathcal{H}_{\text{anc}} \otimes \mathcal{H}_0 \otimes \mathcal{H}_s$, where $\mathcal{H}_{\text{anc}}$ denotes an ancillary space. This ancillary space consists of $m$ ancilla qubits that are needed to implement a particular linear combination of $U^j$’s, for $j \in \mathbb{Z}$, and the $m’$ ancilla qubits that are needed to implement each $U^j$, which corresponds to time-evolution with $W$. If the linear combination is implemented using quantum signal processing [33], then $m \leq 2$. If the Hamiltonians $H_0$ and $H_1$ are presented as linear combinations of $L$ unitaries and also quantum signal processing is used to simulate each $U^j$, then $m’ = O(\log(L))$, as explained in Appendix A. Additional details on the ancilla requirements are provided in Secs.3.3.3 and 3.3.4, and Appendix A.

It is well-known that very small probability events, so-called rare events, are crucial for calculations based on fluctuation theorems [47]. The same holds for thermal state preparation as discussed in this paper. The work cutoff $w_l(\beta, \epsilon)$, formally defined implicitly by Eq. (4), is such that those work values below $w_l(\beta, \epsilon)$ can be ignored within the error tolerance even accounting for the subtleties associated with rare events. In each amplitude amplification round, our quantum algorithm implements an operation that is a function of a “work operator” $W$ given in Thm. 1.2. This operation modifies the amplitudes corresponding to the eigenstates of $W$, but those amplitudes associated with eigenvalues of $W$ below $w_l(\beta, \epsilon)$ are irrelevant: these can be modified significantly incorrectly or left unchanged, while still producing a sufficiently good approximation of $p_1$.

This work cutoff also depends on $U$, as different $U$’s give rise to different work distributions. Since the dominant term of the complexity is expected to be $e^{\frac{1}{2}(\Delta A(\beta) - w_l(\beta, \epsilon))}$ in many interesting instances, to reduce this complexity, Thm. 1.2 suggests a trade off between implementing a $U$ that can increase $w_l(\beta, \epsilon)$ and the complexity of implementing such a $U$. (Note that, in general, $e^{\frac{1}{2}(\Delta A(\beta) - w_l(\beta, \epsilon))} > .981$.) In particular, small values of $w_l(\beta, \epsilon)$ can occur for a trivial $U$, i.e., $U = \mathbb{1}$, if the thermal state $p_0$ has sufficiently high support on the subspaces of large and small eigenvalues of $H_0$ and $H_1$, respectively; a simple example being $H_1 = -H_0$. This suggests that a good choice for $U$ to increase work values and the work cutoff will be a transformation that maps eigenstates of $H_0$ to those of $H_1$ in some way. Indeed, in Appendix B, Thm. B.1, we show that for any $\epsilon \geq 0$, there exists a non-equilibrium unitary $U_{\text{opt}}$ that maps eigenstates of $H_0$ to those of $H_1$ such that $w_l(\beta, \epsilon)$ is maximized in Eq. (4). When $\epsilon = 0$, Cor. B.2 states that $U_{\text{opt}}$ also preserves the (ascending) order of the eigenvalues.

Finding or implementing $U_{\text{opt}}$ might be intractable in general. The same holds for finding the largest cutoff $w_l$ for a given unitary $U$. However, $U_{\text{opt}}$ can be efficiently constructed in some instances, e.g., when there is an efficient quantum circuit that transforms eigenstates of $H_0$ to those of $H_1$ or when $H_0$ and $H_1$ are both integrable. In addition, Thm. B.1 suggests the existence of other $U$’s that could be simpler to implement and help improve the complexity of our algorithm by increasing $w_l(\beta, \epsilon)$. In Sec. 4.3.2, we numerically investigate the complexity improvements of various choices in $U$ for the case of preparing the thermal state of the transverse-field Ising model.

Theorem 1.2 is useful when $H_1 = H_0 + V$, where $V$ is a perturbation that satisfies $\|V\| \ll \|H_1\|$. This case is important in physics, as we could use our quantum algorithm to prepare the thermal state of a complex quantum system $H_1$ starting from (a purification of) that of a simpler quantum system $H_0$. To this end, we analyze the work cutoff for many classes of Hamiltonians and find corresponding lower bounds that, in conjunction with Thm. 1.2 and Thm. 1.6 below, allow us to determine the complexity of the quantum algorithm for these examples. While the cutoff can depend on $\beta$ and $\epsilon$, our results provide suitable choices for $w_l$ that do not depend on $\beta$. The following result applies to general Hamiltonians and is proven in Sec. 4.1.

---

$^1$Jarzynski equality and Eq. (4) imply $e^{-\beta \Delta A(\beta)} = \sum_{w < w_l(\beta, \epsilon)} P(w)e^{-\beta w} + \sum_{w \geq w_l(\beta, \epsilon)} P(w)e^{-\beta w} \leq (\epsilon/6)^2 e^{-\beta \Delta A(\beta)} + e^{-\beta w_l(\beta, \epsilon)}$. For $\epsilon \leq 1$, we obtain $e^{\frac{1}{2}(\Delta A(\beta) - w_l(\beta, \epsilon))} \geq \sqrt{35/36} \approx .986$. 

---
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Theorem 1.3 (Work cutoff for general Hamiltonians). Let $H_0$ and $H_1 = H_0 + V$ be two Hamiltonians acting on $\mathcal{H}_s$, $\epsilon > 0$ be the approximation error, and $\mathcal{U}$ be a given unitary acting on $\mathcal{H}_s$. Then, for all $w$ satisfying

$$w_l \leq - \frac{6 \|V\|}{\epsilon},$$

where $V_{\mathcal{U}} := H_1 - \mathcal{U}H_0\mathcal{U}^\dagger$, we obtain

$$\sum_{w < w_l} P(w)e^{-\beta (w - \Delta A(\beta))} \leq \left(\frac{\epsilon}{6}\right)^2,$$

and Eq. (4) is satisfied.

Note that $V_{\mathcal{U}} = V$ for $\mathcal{U} = 1$, where the non-equilibrium process is trivial. When the Hamiltonians commute, i.e., $[H_0, H_1] = 0$, we obtain a simpler bound for the work cutoff that is independent of $\epsilon$. The following result is proven in Sec. 4.2.

Theorem 1.4 (Work cutoff for commuting Hamiltonians). Let $H_0$ and $H_1 = H_0 + V$ be two Hamiltonians acting on $\mathcal{H}_s$ that satisfy $[H_0, H_1] = 0$, $\epsilon \geq 0$ be the approximation error, and $\mathcal{U} = 1$. Then, for all $w$ satisfying

$$w_l \leq -\|V\|,$$

we obtain

$$\sum_{w < w_l} P(w)e^{-\beta (w - \Delta A(\beta))} = 0,$$

and Eq. (4) is satisfied.

The previous examples could be interpreted as limiting cases, for which a suitable choice of $w_l(\beta, \epsilon)$ in Thm. 1.2 can scale with $1/\epsilon$ or does not depend on $\epsilon$ at all. Nevertheless, many other cases are expected to lie in between, with a milder dependence of $w_l(\beta, \epsilon)$ on $\epsilon$ than $1/\epsilon$. To this end, we analyze the case where $H_0$, $H_1$, and $V$ are local spin Hamiltonians, and in Sec. 4.3 we show:

Theorem 1.5 (Work cutoff for local spin Hamiltonians). Let $H_1 = H_0 + V$, where $H_0 = \sum_{X \in \Lambda} h_{0,X}$ and $V = \sum_{X \in \Lambda} v_{X}$ are $k$-local Hamiltonians of degree $g$ in a lattice $\Lambda$, as in Def. 4.1, $\epsilon > 0$ be the approximation error, and $\mathcal{U} = 1$. The number of local terms in $V$ is at most $M$, and these local terms satisfy $\|h_{0,X}\| \leq h$ and $\|v_{X}\| \leq v$ for all $X \in \Lambda$. Then, for all $w$ satisfying

$$w_l \leq -2Mv - 2hkg \ln(6/\epsilon),$$

we obtain

$$\sum_{w < w_l} P(w)e^{-\beta (w - \Delta A(\beta))} \leq \left(\frac{\epsilon}{6}\right)^2,$$

and Eq. (4) is satisfied.

Often, $Mv$ can be bounded using $\|V\|$, the spectral norm of $V$, as $Mv \leq \xi \|V\|$ for some constant $\xi \geq 0$ that is independent of $M$. In this case, the bound given in Eq. (9) is linear in $\|V\|$. The result in Thm. 1.5 can also be generalized to the case $\mathcal{U} = \mathcal{U}_1\mathcal{U}_0 \neq 1$ if $V_{\mathcal{U}} = \mathcal{U}_1H_1\mathcal{U}_1^\dagger - H_0\mathcal{U}_0\mathcal{U}_1^\dagger$ is also a $k$-local Hamiltonian of degree $g$. Then, $V_{\mathcal{U}} = \sum_{X \in \Lambda} v_{X}$ is a sum of $M'$ local terms satisfying $\|v_{X}\| \leq v'$ for all $X \in \Lambda$, and one needs to replace $M \rightarrow M'$ and $v \rightarrow v'$ in Eq. (9), as explained in Sec. 4.3.2.

Equation (9) is an exponential improvement in terms of $1/\epsilon$ over the general case given in Eq. (5). This is due to the locality of the Hamiltonians, which implies a work distribution $P(w)$ that decays exponentially outside a region of work values that depends on $Mv$. To show this exponential decay, in Lemma 4.2 of Sec. 4.3.1 we give a result for local Hamiltonians that might
be of independent interest. Roughly, this lemma states that the support of an eigenspace of $H_0$ of sufficiently low energies (eigenvalues) on an eigenspace of $H_1$ of sufficiently large energies decays exponentially with the energy difference minus sufficiently low energies (eigenvalues) on an eigenspace of $H$.

In addition to $e^{-\beta u_0(\beta, c)/2}$, another relevant factor in the complexity of our algorithm is $e^\beta \Delta A(\beta)/2$. In Appendix C we show that the absolute value of the free-energy difference can be bounded in terms of $\|V\|$ in general:

**Theorem 1.6** (Free-energy difference). Let $H_0$ and $H_1 = H_0 + V$ be two Hamiltonians, and $\Delta A(\beta) = -\frac{1}{\beta} \ln(Z_1(\beta)/Z_0(\beta))$ be the free-energy difference at inverse temperature $\beta \geq 0$. Then,

$$|\Delta A(\beta)| \leq \|V\|.$$  \hfill (11)

Theorem 1.2, together with Thms. 1.3, 1.4, 1.5, and 1.6, allow us to determine the complexity of our quantum algorithm for the previous three examples. In particular, if we consider a trivial non-equilibrium process and assuming $Mv \leq \xi \|V\|$ for local Hamiltonians, these theorems imply:

**Corollary 1.7** (Number of amplitude amplification rounds for $U = \mathbb{1}$). Let $U = \mathbb{1}$. Then, the average number of amplitude amplification rounds of our quantum algorithm is $Q = O(e^{(\frac{1}{\beta} + \frac{1}{\beta})\|V\|})$ for general Hamiltonians, $Q = O(e^{\|V\|})$ for commuting Hamiltonians, and $Q = \tilde{O}((6/\epsilon)^{\beta \|V\|} \frac{1}{\epsilon^2})$ for local Hamiltonians. The $\tilde{O}$ notation hides the term $e^{\sqrt{\ln(1/\epsilon)}}$ that is subpolynomial in $1/\epsilon$.

Corollary 1.7 becomes particularly useful in the regime $\beta \|V\| = O(1)$, where the complexity of our quantum algorithm can be very mild. Additionally, the dependence of $Q$ on $1/\epsilon$, when all other parameters are fixed, varies strongly depending on the case: It is exponential in $1/\epsilon$ in general, subpolynomial in $1/\epsilon$ for commuting Hamiltonians, and polynomial in $1/\epsilon$ for local Hamiltonians.

Last, we note that if a unitary $U^*$ is implemented at the end of the quantum algorithm, where $U^*$ is the complex conjugate of $U$ in the computational basis, the prepared pure state is taken to a form that is suitable for running the quantum algorithm again. This could allow one to prepare a sequence of purifications of thermal states corresponding to Hamiltonians $H_0, H_1, H_2, \ldots$, by repeated uses of our quantum algorithm; see Sec. 2.2 for details.

### 1.4 Related work

There are several results on quantum algorithms for simulating physical systems in thermal equilibrium. We summarize some and detail their similarities and differences with our contributions.

References [17, 21, 48] provide quantum algorithms for preparing thermal states of quantum systems by applying the exponential operator $e^{-\beta H_1/2}$ to the maximally-entangled initial state, which is $|\Psi_0\rangle$ for $H_0 = 0$ in our case. This exponential operator can be implemented by means of quantum phase estimation [49, 50], as in Ref. [17], or by using more recent techniques such as the linear combination of unitaries, as in Ref. [21], or other operators (e.g., $1/(z_j - H_1)$ for $z_j \in \mathbb{C}$), as in Ref. [48]. The dominant term in the complexity of those algorithms scales as $\sqrt{N/Z_1(\beta)}$ if $H_1 \geq 0$, and this is $O(e^{\beta \|H_1\|/2})$. The problem we analyze here is similar in that we also aim at implementing an exponential operator, but the complexity of our algorithm greatly improves that of Refs. [17, 21, 48] when $\|V\| \ll \|H_1\|$ due to our assumptions. One assumption is that the initial state $|\Psi_0\rangle$ is the purification of the thermal state of some quantum system $H_0 \neq 0$, and this helps when $H_1$ is a perturbation of $H_0$. For example, $H_0$ could correspond to a non-interacting, or integrable quantum system and $V$ is a perturbation that introduces interactions, or makes the system non-integrable. Another assumption is the ability to implement a non-equilibrium unitary $U$ that can improve the complexity further. In fact, the problem analyzed in Refs. [17, 21, 48] can be thought of an instance of the more general problem analyzed in this work, one where $H_0 = 0$, $H_1 \geq 0$, and $U = \mathbb{1}$. For this instance, the complexity of our quantum algorithm approximately matches that of Refs. [17, 21].

Reference [41] provides a quantum algorithm to sample from the work distribution $P(w)$ that, in combination with fluctuation theorems, can be used to estimate the free-energy difference $\Delta A$ or the ratio of partition functions $Z_1(\beta)/Z_0(\beta)$. To this end, it uses a generalized measurement implemented via a version of the quantum phase estimation algorithm [49], where an ancillary
register encodes the work value resulting from the difference of energies of \( H_1 \) and \( H_0 \). The analysis in Ref. [41] does not consider the problem of preparing thermal states; however, it could be easily adapted to the latter by measuring the ancilla and accepting the outcome with probability proportional to \( e^{-\beta w} \) (see Sec. 2.1). While this approach works, it has significantly worse convergence than our quantum algorithm, as we discuss in Sec. 2.1.1. One reason is that quantum phase estimation performs poorly in terms of the target approximation error \( \epsilon \), having complexity polynomial in \( 1/\epsilon \). Another reason is that this approach prepares a mixed state, and techniques such as amplitude amplification do not apply [51]. Our quantum algorithm does not suffer from these shortcomings, because it prepares a purification of the thermal state and uses techniques such as the linear-combination-of-unitaries subroutine or quantum signal processing to avoid quantum phase estimation.

Reference [52] studies a quantum version of the classical rejection sampling algorithm. That algorithm prepares a superposition state that encodes a target probability distribution in its amplitudes. It uses an ancilla qubit that functions as a “quantum coin”, determining whether a configuration is accepted or rejected. Using amplitude amplification, that algorithm can prepare a target distribution from an initial one, and provide a polynomial quantum speedup under some assumptions. If the probability distributions correspond to thermal states of classical systems, then this algorithm would serve as a method for thermal-state preparation. However, it does not prepare thermal states of quantum systems and thus our results apply more generally. Indeed, our algorithm could also be interpreted as a quantum version of rejection sampling, where we transform initial quantum states into quantum states with certain target amplitudes through the implementation of an exponential operator. The ancillary system required to implement this exponential operator can be thought of as a “quantum coin”. If we replace the exponential by some other operator, our quantum algorithm would also allow for the preparation of other target quantum states that are not necessarily thermal states of physical Hamiltonians.

In the limit \( \beta \gg 1 \), our quantum algorithm can be used to prepare the ground state of \( H_1 \), within some approximation error, but the complexity is exponential in \( \beta\|V\| \). Other known quantum algorithms for preparing ground states, including those in Refs. [53–56], have complexities bounded by factors that depend on the inverse of the spectral gap \( \Delta_1 > 0 \) of \( H_1 \) and the inverse of the overlap \( \gamma > 0 \) between the ground states of \( H_0 \) and \( H_1 \). These results are not directly comparable; both situations \( e^{\beta \|V\|} \gg \|H_1\|/(\Delta_1 \gamma) \) and \( e^{\beta \|V\|} \ll \|H_1\|/(\Delta_1 \gamma) \) could arise depending on the case. Additionally, if the perturbation is such that \( \beta\|V\| \gg 1 \), then \( \gamma \) is expected to decrease exponentially fast in \( \|V\| \) or the size of the system, in which case the complexity bounds for all these methods are exponential.

Reference [7] provides a quantum algorithm, known as quantum Metropolis sampling (QMS), to prepare thermal states of quantum systems via a generalization of the classical Metropolis sampling algorithm, as used in Markov chain Monte Carlo simulations. QMS is based on a random walk that is applied to the state of the system; that is, it constructs a superoperator that has the thermal state as the unique fixed point. The random walk applies a random unitary, and the move is accepted or rejected based on the Metropolis rule. More recently, in Ref. [57], QMS was shown to have fast convergence to the thermal state if the so-called eigenstate thermalization hypothesis (ETH) holds. In this case, the runtime is polynomial in \( \beta\|H_1\|, n, \) and other parameters given by the properties of the system (i.e., \( H_1 \)). Other quantum algorithms for thermal state preparation are also discussed in Ref. [58] where, under the ETH, the runtimes can be similar to that of QMS. (Note that the ETH does not always hold, as is the case for some integrable quantum systems [59].) Reference [60] provides another quantum algorithm for preparing thermal states based on quantum imaginary time evolution, which requires applying the exponential operator \( e^{-\beta H_1/2} \) to product states. The performance of that algorithm then depends on the structure of \( H_1 \). In particular, the exponential operator is approximated by exploiting the exponential decay of spatial correlations in the quantum states generated during the execution. Like in QMS, that algorithm also follows a Markov chain that has the thermal state as a fixed point, under some assumptions. Nevertheless, those algorithms are not comparable to ours since, rather than applying a random walk or introducing a digital bath that might need to be refreshed, we prepare the thermal state through the implementation of an exponential operator acting on a pure state and other unitaries. However, as in our case, those algorithms may also benefit from starting from an initial state that is easy to prepare and “closer” to the target thermal state \( \rho_1 \). This remains as an open problem.
Very recently a number of variational approaches have been proposed for preparing thermal states on near-term quantum computing hardware; see Refs. [61–66]. Similar to our approach, Ref. [61] prepares a purification of the thermal state, i.e., a thermofield double state of a target Hamiltonian, via some easier to prepare thermofield double state of another Hamiltonian. However, the transformation to prepare the target state in this algorithm, as well as those in Refs. [62–66], is found by utilizing a variational representation of a ‘guess’ thermal state and a cost function formulated in terms of free-energy. Given the variational nature of these algorithms, they lack rigorous complexity guarantees and, indeed, they may experience issues due to barren plateaus [67–71] and local minima [72].

2 Preliminaries

2.1 Thermal-state preparation via the two-time measurement scheme

The goal is to prepare the thermal state of a target Hamiltonian \( H_1 \) given some form of access to the thermal state of an initial Hamiltonian \( H_0 \). In this section we provide an approach based on non-equilibrium fluctuation theorems. These theorems are manifestations of the fact that information about thermal equilibrium can be extracted from non-equilibrium processes. For example, Jarzynski equality [37] and Crooks’s fluctuation theorem [39] relate fluctuations of work performed during a non-equilibrium process to free-energy differences between thermal states. While fluctuation theorems have been derived for a variety of dynamics [38, 73], here we focus on unitarily evolving quantum systems; the unitary \( U \) appearing in Thm. 1.2. In this setting, the unitary \( U \) is viewed as implementing a non-equilibrium driving process because it drives a system that is initially thermal with respect to \( H_0 \) out of equilibrium.

Our starting point is the so-called two-time measurement scheme [74–76], which is the most common setting in which fluctuation theorems hold. This scheme is based on the observation that the work done on a closed system is equal to the change of its energy, which can be determined by performing projective measurements of the Hamiltonians at the start and end of the non-equilibrium process. In more detail, we let \( |\phi_{0,m}\rangle, m = 0, 1, \ldots \), be the eigenstates of \( H_0 \) with corresponding eigenvalues \( \varepsilon_{0,m} \), and \( |\phi_{1,n}\rangle, n = 0, 1, \ldots \), the eigenstates of \( H_1 \) with corresponding eigenvalues \( \varepsilon_{1,n} \). For simplicity, we assume that \( H_0 \) and \( H_1 \) are non-degenerate, having distinct eigenvalues \( \varepsilon_{0,0} < \varepsilon_{0,1} < \ldots \) and \( \varepsilon_{1,0} < \varepsilon_{1,1} < \ldots \). The initial state of the system is the thermal state \( \rho_0 = e^{-\beta H_0}/Z_0 \). The two-time measurement scheme consists of three steps: i) a projective measurement of \( H_0 \) on \( \rho_0 \), which outputs an eigenvalue \( \varepsilon_{0,m} \) (Boltzmann) probability \( P_0(\varepsilon_{0,m}) = e^{-\beta \varepsilon_{0,m}}/Z_0 \) and leaves the system in the eigenstate \( |\phi_{0,m}\rangle \), ii) an implementation of a unitary \( U \), which corresponds to the non-equilibrium process, and iii) a projective measurement of \( H_1 \), which outputs an eigenvalue \( \varepsilon_{1,n} \) with probability \( P(\varepsilon_{1,n}|\varepsilon_{0,m}) = |\langle \phi_{1,n}|U|\phi_{0,m}\rangle|^2 \) if the outcome of the first measurement was \( \varepsilon_{0,m} \), and leaves the system in the eigenstate \( |\phi_{1,n}\rangle \).

The work performed during this process is defined as \( w := \varepsilon_{1,n} - \varepsilon_{0,m} \). This is a random variable sampled according to a distribution

\[
P(w) = \sum_{m,n: \varepsilon_{1,n} - \varepsilon_{0,m} = w} P(\varepsilon_{1,n}|\varepsilon_{0,m})P_0(\varepsilon_{0,m}). \tag{12}
\]

Fluctuation theorems establish a connection between \( P(w) \) and thermal quantities [37, 39]. For example, Jarzynski equality states

\[
\sum_w P(w)e^{-\beta w} = \sum_{m,n} P(\varepsilon_{1,n}|\varepsilon_{0,m})P_0(\varepsilon_{0,m})e^{-\beta(\varepsilon_{1,n} - \varepsilon_{0,m})} \tag{13}
\]

\[
= \frac{1}{Z_0} \sum_{m,n} P(\varepsilon_{1,n}|\varepsilon_{0,m})e^{-\beta \varepsilon_{1,n}} \tag{14}
\]

\[
= \frac{Z_1}{Z_0} \tag{15}
\]

\[
= e^{-\beta \Delta A} \tag{16}
\]
where we used the property $\sum_m P(\varepsilon_{1,n} | \varepsilon_{0,m}) = 1$ for all $n$. Then, an estimate of $Z_1/Z_0$ or the free-energy difference $\Delta f$ can be obtained from the two-time measurement scheme by sampling $w$ and estimating the expectation of $e^{-\beta w}$. This idea is investigated in Ref. [41,42].

The two-time measurement scheme can be slightly modified to prepare the thermal state $\rho_1$ from $\rho_0$ as follows. After the projective measurement of $H_1$, the outcome is accepted with probability $q(w) \propto e^{-\beta w}$ or rejected with probability $1 - q(w)$. Post-selecting on accepted outcomes only, the resulting state $\rho_f$ can be shown to be $\rho_1$, since:

\begin{align}
\rho_f &\propto \sum_{m,n} e^{-\beta(\varepsilon_{1,n} - \varepsilon_{0,m})} P(\varepsilon_{1,n} | \varepsilon_{0,m}) P_0(\varepsilon_{0,m}) |\phi_{1,n}\rangle \langle \phi_{1,n}| \\
&= \frac{1}{Z_0} \sum_{m,n} e^{-\beta \varepsilon_{1,n}} P(\varepsilon_{1,n} | \varepsilon_{0,m}) |\phi_{1,n}\rangle \langle \phi_{1,n}| \\
&= \frac{1}{Z_0} \sum_n e^{-\beta \varepsilon_{1,n}} |\phi_{1,n}\rangle \langle \phi_{1,n}| \\
&\propto \rho_1.
\end{align}

This re-weighting approach to thermal-state preparation can be interpreted as a generalization of rejection sampling, a standard method used to generate a target probability distribution from a given initial one using an accept/reject routine. However, as an approach for solving the TSPP, it presents several shortcomings that we discuss below.

When the eigenvalues of $H_0$ (or $H_1$) are not distinct, a projective measurement of the Hamiltonian projects the state into a combination of states with definite eigenvalue. This degenerate case can be interpreted as a limiting instance of the non-degenerate one, and our prior statements on fluctuation theorems and thermal-state preparation using the two-time measurement scheme hold in general.

### 2.1.1 Shortcomings of the two-time measurement scheme

The probability of accepting a given work value $w \in [w_{\text{min}}, w_{\text{max}}]$ could be exponentially small, i.e., scaling as $e^{\beta w_{\text{min}}}$ to satisfy $q(w) \leq 1$. Note that $w_{\text{min}}$ could be as small as $-\|H_0\| - \|H_1\|$, which occurs when, for example, the first measurement outputs the largest eigenvalue of $H_0$ and the second measurement outputs the lowest eigenvalue of $H_1$. This already gives a complexity that can scale as $e^{\beta(\|H_0\| + \|H_1\|)}$, even if $H_1$ is a small perturbation of $H_0$. Additionally, one may try to (quadratically) improve this complexity by means of amplitude amplification [51]. However, the two-time measurement scheme assumes access to the thermal state $\rho_0$, which is a mixed state, and amplitude amplification does not apply to this setting.

The two-time measurement scheme also requires perfect projective measurements of $H_0$ and $H_1$. On a quantum computer, these measurements are commonly implemented using quantum phase estimation [49,50], which is the approach discussed in Ref. [41]. However, quantum phase estimation can only implement approximate measurements, and its complexity depends polynomially on the inverse of the error. As explained, the acceptance probability following the two-time measurement scheme can be exponentially small, and the additional error made in each measurement has to be exponential in $w_{\text{min}}$ for guaranteed convergence. The resulting complexity of each use of quantum phase estimation is then exponentially large, being exponential in $-\beta w_{\text{min}}$ or exponential in $\beta(\|H_0\| + \|H_1\|)$, in the worst case.

In order to avoid using quantum phase estimation, we could alternatively use a different scheme, and attempt to prepare $\rho_1$ by acting directly on $\rho_0$ with two exponentials, since:

\begin{align}
\rho_1 &\propto e^{-\beta H_1} e^{\beta H_0} \rho_0 \\
&= e^{-\beta H_1/2} e^{\beta H_0/2} \rho_0 e^{\beta H_0/2} e^{-\beta H_1/2}.
\end{align}

Quantum algorithms to implement exponentials with polylogarithmic complexity on the inverse of the error, that do not use quantum phase estimation, exist [21,77]. However, this idea suffers from an additional problem because the probability of success in implementing each exponential can be small, i.e., scaling as $e^{-\beta \|H_0\|}$ and $e^{-\beta \|H_1\|}$, respectively. That is, each exponential is implemented...
through a unitary operation, and thus the best we can hope for is to implement the normalized exponential operators $e^{\beta H_{0}/2}/\|e^{\beta H_{0}}/2\|$ and $e^{-\beta H_{1}/2}/\|e^{\beta H_{1}/2}\|$, to satisfy the norm condition. Unfortunately, this exponential scaling appears even if $w_{\text{min}} \gg -\|H_{0}\| - \|H_{1}\|$ and $\beta\|V\| \ll 1$, which can be prohibitively small. This is related to the fact that Eq. (21) can be interpreted as a sequence of two steps, one that takes $\rho_{0}$ to $\mathbb{I}$, associated with the infinite-temperature state, and another that takes $\mathbb{I}$ back to $\rho_{1}$. This approach also results in unnecessary complexity overheads.

These issues show that the complexity of the two-time measurement scheme, or simple modifications thereof, for solving the TSPP can be prohibitive. Improved schemes are needed.

2.2 Thermal-state preparation via the two-copy measurement scheme

The prior shortcomings can be avoided as follows. First, in order to use amplitude amplification and (quadratically) improve complexity due to small acceptance probabilities, we consider a scheme that assumes access to a pure state $|\Psi_{0}\rangle \in \mathcal{H}_{\omega} \otimes \mathcal{H}_{\omega}$, which is a purification of $\rho_{0}$, and prepares the pure state $|\Psi_{1}\rangle \in \mathcal{H}_{\omega} \otimes \mathcal{H}_{\omega}$, which is a purification of $\rho_{1}$. The Hilbert spaces are $\mathcal{H}_{\omega} \equiv \mathbb{C}^{N}_{\omega}$. The thermal state $\rho_{1}$ is then obtained by discarding or tracing out one of the subsystems, which will be $\mathcal{H}_{\omega}$ in this case. Second, to fix the unnecessary overhead due to the sequential action of $e^{-\beta H_{1}/2}e^{\beta H_{0}/2}$, we use proper purifications for $\rho_{0}$ and $\rho_{1}$, where the product of exponentials in Eq. (21) can be effectively implemented by acting concurrently—rather than sequentially—with two exponentials on the different subsystems, corresponding to $H_{0}$ and $H_{1}$. In Sec. 3 we show that this approach works and avoids the prior complexity issues.

Our two-copy measurement scheme then works as follows. Rather than assuming access to $\rho_{0}$, we assume access to the unitary $U_{0}$ that prepares the following state:

$$|\Psi_{0}\rangle = \frac{1}{\sqrt{Z_{0}}} \sum_{m} e^{-\beta \varepsilon_{0,m}/2} |\phi_{0,m}\rangle |\phi_{0,m}^{*}\rangle , \tag{23}$$

which satisfies $\rho_{0} = \text{tr}_{\mathcal{H}_{\omega}}(|\Psi_{0}\rangle \langle \Psi_{0}|)$. For a linear operator $X$ acting on $\mathcal{H}_{\omega} \otimes \mathcal{H}_{\omega}$, $\text{tr}_{\mathcal{H}_{\omega}}(X)$ is the partial trace over $\mathcal{H}_{\omega}$. The asterisk stands for complex conjugation: if $|\phi\rangle = \sum_{\sigma} c_{\sigma} |\sigma\rangle$ in the computational basis $\{|\sigma\rangle\}$, then $|\phi^{*}\rangle = \sum_{\sigma} ^{*} c_{\sigma} |\sigma\rangle$. We also let $H^{*}$ be a Hamiltonian that is the complex-conjugate of a Hamiltonian $H$ in the computational basis. These definitions imply, for example, $H_{0}^{*}|\phi_{0,m}^{*}\rangle = \varepsilon_{0,m} |\phi_{0,m}^{*}\rangle$, and $H_{1}^{*}|\phi_{1,n}^{*}\rangle = \varepsilon_{1,n} |\phi_{1,n}^{*}\rangle$. The scheme consists of three steps: i) a projective measurement of $H_{0}^{*}$ on the second copy of $|\Psi_{0}\rangle$, which outputs an eigenvalue $\varepsilon_{0,m}$ with (Boltzmann) probability $P_{0}(\varepsilon_{0,m}) = e^{-\beta \varepsilon_{0,m}/Z_{0}}$ and leaves the systems in $|\phi_{0,m}\rangle |\phi_{0,m}^{*}\rangle$; ii) an implementation of a unitary $U$ on the first copy, which corresponds to the non-equilibrium process, and iii) a projective measurement of $H_{1}$ on the first copy, which outputs an eigenvalue $\varepsilon_{1,n}$ with probability $P(\varepsilon_{1,n}|\varepsilon_{0,m}) = |\langle \phi_{1,n} | U | \phi_{0,m}\rangle|^{2}$ if the outcome of the first measurement was $\varepsilon_{0,m}$, and leaves the systems in $|\phi_{1,n}\rangle |\phi_{1,n}^{*}\rangle$. If $w = \varepsilon_{1,n} - \varepsilon_{0,m}$, then the two-copy measurement scheme outputs $w$ according to the same distribution $P(w)$ as Eq. (12).

This two-copy measurement scheme can be slightly modified to prepare the thermal state $\rho_{1}$ from $|\Psi_{0}\rangle$ as follows. If we disregard the measurement in step i) and consider step ii), the initial state is transformed to

$$\left(U \otimes \mathbb{I}\right) |\Psi_{0}\rangle = \frac{1}{\sqrt{Z_{0}}} \sum_{m,n} e^{-\beta \varepsilon_{0,m}/2} \langle \phi_{1,n} | U | \phi_{0,m}\rangle |\phi_{1,n}\rangle |\phi_{0,m}^{*}\rangle . \tag{24}$$

Note that the state of $\mathcal{H}_{\omega}$ obtained by tracing out $\mathcal{H}_{\omega}$ is the same as that prepared if the measurement in step i) was done but the outcome was not recorded. Let

$$W := H_{1} \otimes \mathbb{I} - \mathbb{I} \otimes H_{0}^{*} \tag{25}$$

be a work operator that has eigenstates $|\psi_{m,n}\rangle := |\phi_{1,n}\rangle |\phi_{0,m}^{*}\rangle$ and eigenvalues $w_{m,n} := \varepsilon_{1,n} - \varepsilon_{0,m}$; that is, $W |\psi_{m,n}\rangle = w_{m,n} |\psi_{m,n}\rangle$. Then, Eq. (24) can be written as

$$\left(U \otimes \mathbb{I}\right) |\Psi_{0}\rangle = \sum_{m,n} \sqrt{p_{m,n}} e^{i \varepsilon_{m,n}} |\psi_{m,n}\rangle , \tag{26}$$

where $p_{m,n} := e^{-\beta \varepsilon_{0,m}/Z_{0}} |\langle \phi_{1,n} | U | \phi_{0,m}\rangle|^{2}$. In particular, $p_{m,n} = P(\varepsilon_{1,n}|\varepsilon_{0,m})P_{0}(\varepsilon_{0,m})$ is the probability of measuring first $\varepsilon_{0,m}$ and then $\varepsilon_{1,n}$ in the two-time measurement scheme and, due
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to normalization, \( \sum_{m,n} p_{m,n} = 1 \). The phases \( \varphi_{m,n} \) are irrelevant to the argument that follows. Equation (12) implies
\[
P(w) = \sum_{m,n: \varepsilon_{t,0,m} = w} p_{m,n} .
\] (27)

The action of \( e^{-\beta W/2} \) on Eq. (26) transforms the state as
\[
e^{-\beta W/2} (U \otimes I) |\Psi_0\rangle = \sum_{m,n} e^{-\beta w_{m,n}/2} \sqrt{p_{m,n}} e^{i\varphi_{m,n}} |\psi_{m,n}\rangle
\] (28)
\[
= \frac{1}{\sqrt{Z_0}} \sum_{m,n} e^{-\beta \varepsilon_{t,1,m}/2} \langle \phi_{1,n} | U | \phi_{0,m} \rangle \langle \phi_{0,m} | U^\dagger | \phi_{1,n} \rangle |\phi_{0,m}\rangle .
\] (29)

This exponential operator has a similar effect as that of the re-weighting approach discussed in Sec. 2.1. In fact, the state of \( \mathcal{H}_s \) in Eq. (29) is proportional to \( \rho_1 \):
\[
\text{tr}_{\mathcal{H}_s} (e^{-\beta W/2} (U \otimes I) |\Psi_0\rangle \langle \Psi_0| (U^\dagger \otimes I) e^{-\beta W/2}) \propto \sum_{m,n,n'} e^{-\beta (\varepsilon_{t,1,n} + \varepsilon_{t,1,n'})/2} \langle \phi_{1,n} | U | \phi_{0,m} \rangle \langle \phi_{0,m} | U^\dagger | \phi_{1,n'} \rangle \langle \phi_{1,n'} | \phi_{1,n} \rangle \propto \rho_1 .
\] (30)

The exponential operator also has two properties that are useful. One is that \( e^{-\beta W/2} = e^{-\beta H_1^s/2} \otimes e^{-\beta H_2^s/2} \), and this can be implemented by acting concurrently on \( \mathcal{H}_s \) and \( \mathcal{H}_s' \) with independent operators. Another is that we can use a high-precision quantum algorithm, rather than quantum phase estimation, to implement \( e^{-\beta W/2} \); see Sec. 3.3.2.

A quantum algorithm to prepare \( \rho_1 \) from \( |\Psi_0\rangle \) could follow the previous two steps. However, we find it clearer—and potentially advantageous—to add a third step in which we implement \( U^* \) on \( \mathcal{H}_s' \). This unitary, which is the complex conjugate of \( U \), does not modify the state of \( \mathcal{H}_s \), which is still proportional to \( \rho_1 \). However, its action on Eq. (29) implies
\[
(\mathbb{I} \otimes U^*) e^{-\beta W/2} (U \otimes I) |\Psi_0\rangle = \frac{1}{\sqrt{Z_1}} \sum_{m,n,n'} e^{-\beta \varepsilon_{t,1,n}/2} \langle \phi_{1,n} | U | \phi_{0,m} \rangle \langle \phi_{0,m} | U^* | \phi_{1,n} \rangle |\phi_{1,n}\rangle
\] (32)
\[
= \frac{1}{\sqrt{Z_1}} \sum_{m,n,n'} e^{-\beta \varepsilon_{t,1,n}/2} \langle \phi_{1,n} | U | \phi_{0,m} \rangle \langle \phi_{0,m} | U^\dagger | \phi_{1,n} \rangle |\phi_{1,n}\rangle
\] (33)
\[
= \frac{1}{\sqrt{Z_1}} \sum_{n} e^{-\beta \varepsilon_{t,1,n}/2} |\phi_{1,n}\rangle |\phi_{1,n}\rangle
\] (34)
\[
= \frac{1}{\sqrt{Z_1}} |\Psi_1\rangle
\] (35)
\[
e^{-\beta \Delta A/2} |\Psi_1\rangle ,
\] (36)

where
\[
|\Psi_1\rangle := \frac{1}{\sqrt{Z_1}} \sum_{n} e^{-\beta \varepsilon_{t,1,n}/2} |\phi_{1,n}\rangle |\phi_{1,n}\rangle
\] (37)
is the purification of \( \rho_1 \); that is, \( \rho_1 = \text{tr}_{\mathcal{H}_s'} (|\Psi_1\rangle \langle \Psi_1|) \). The similitude between Eqs. (23) and (37) is clear. Preparing \( |\Psi_1\rangle \) rather than Eq. (29) can be useful for applying our thermal-state preparation algorithm repeatedly many times. For example, \( |\Psi_1\rangle \) could serve as the initial state of the quantum algorithm to prepare the thermal state of another Hamiltonian \( H_2 \), and so on.

We note that a two-copy measurement scheme (with some differences) has been previously used in [78] to sample \( (\varepsilon_{0,m}, \varepsilon_{1,n}) \) with joint probabilities \( p_{m,n} \). These samples are then used to compute quantities like \( \Delta A \) to verify fluctuation relations such as Jarzynski equality. In contrast, here the two-copy measurement scheme is used for thermal state preparation.
3 Quantum algorithm: Methods and complexity

3.1 High-level description

We discuss the key aspects of our quantum algorithm, which essentially follows the steps discussed in Sec. 2.2, namely the implementation of the non-equilibrium unitary \((U \otimes \mathbb{I})\) on \(|\Psi_0\rangle\), the action of the exponential \(e^{-\beta W/2}\), and the implementation of \((\mathbb{I} \otimes U^*)\), in combination with amplitude amplification \([51, 79]\). The state \(|\Psi_0\rangle\) is defined in Eq. (23) and the operator \(W\) is defined in Eq. (25). Ideally, we would like to implement the exponential operator through the action of a unitary that is of the form

\[
\left( \frac{1}{\alpha} e^{-\beta W/2} \right),
\]

where \(\alpha > 0\) is needed for normalization. This unitary, which is a block-encoding of \(e^{-\beta W/2}\), in combination with the other operations implies \([\text{Eq. (36)}]\)

\[
|0\rangle \ |\Psi_0\rangle \mapsto |0\rangle \left( \frac{1}{\alpha} (\mathbb{I} \otimes U^*) e^{-\beta W/2} (U \otimes \mathbb{I}) \ |\Psi_0\rangle \right) + |\chi^\perp\rangle,
\]

\[
= |0\rangle \left( \frac{1}{\alpha} e^{-\beta H_1/2} |\Psi_1\rangle \right) + |\chi^\perp\rangle,
\]

where \(|\chi^\perp\rangle\) is a (subnormalized) quantum state orthogonal to \(|0\rangle\) of the ancilla. The state \(|\Psi_1\rangle\) is defined in Eq. (37). Post-selecting on the state \(|0\rangle\) of the ancilla, this approach would produce \(|\Psi_1\rangle\); that is, it would prepare \(\rho_1\) after tracing out \(\mathcal{H}_s\). Rather than measuring the ancilla, we can use amplitude amplification to produce \(|\Psi_1\rangle\) with high probability and less complexity \([51, 79]\). The number of necessary amplitude amplification rounds is given by \(O((\alpha e^\beta \Delta A/2))\), which is the inverse of the (absolute) amplitude of the desired state, i.e., the part of the state in Eq. (40) where the ancilla is in \(|0\rangle\). Amplitude amplification also requires a similar number of uses of \(U_0\), the unitary needed to prepare \(|\Psi_0\rangle = U_0 |0\rangle\), and its inverse.

In practice, our quantum algorithm does not implement the unitary of Eq. (38). It does implement, however, a different unitary that performs the map in Eq. (39) approximately when acting on \(|0\rangle \ |\Psi_0\rangle\), but with a smaller value for the normalization constant \(\alpha\). This is to avoid undesired complexity overheads, implying fewer rounds of amplitude amplification than if we were to act with the operation of Eq. (38), while still preparing a satisfactory state that approximates \(|\Psi_1\rangle\) and satisfies Eq. (1) after tracing out \(\mathcal{H}_s\). That is, since Eq. (38) is unitary and \(\|e^{-\beta H_1/2}/\alpha\| \leq 1\), \(\alpha\) is at least \(e^{-\beta w_{\text{min}}/2}\) and \(w_{\text{min}} = -\|H_0\| - \|H_1\|\) in the worst case. Then, \(\alpha\) can be as large as \(e^\beta (\|H_0\| + \|H_1\|/2)\), even if \(H_1\) is a small perturbation of \(H_0\).

To avoid this problem, we will show that it suffices to implement an approximation of \(e^{-\beta W/2}\) on a particular subspace only, where the eigenvalues of \(W\) satisfy \(w_{m,n} \geq w_l\), and \(w_l \geq w_{\text{min}}\) is the cutoff appearing in Thm. 1.2. This will imply that the normalization factor appearing in Eq. (39), when using this approximation, is \(\alpha = O(e^{-\beta w_{\text{min}}/2})\) rather than \(e^{-\beta w_{\text{min}}/2}\) (see Sec. 3.3.1). Combining this result with those in Sec. 4 that show \(w_l \gg w_{\text{min}}\) for many instances, we obtain a significantly improved algorithm.

3.2 Access model

The query complexity of the main quantum algorithm, given in Thm. 1.2, is best formulated using a model that considers access to unitaries \(U, U^*, U_0\), and \(U_0^*\). The unitary \(U\) describes the non-equilibrium process appearing in the fluctuation theorems; see Sec. 2. The unitary \(U_0\) is the state preparation operation that performs the map \(|0\rangle \rightarrow U_0 |0\rangle = |\Psi_0\rangle\). Our algorithm also uses the controlled-\(U\) and controlled-\(U^*\) unitaries, where \(U\) is a short-time evolution under \(W\) defined in Eq. (25), and implements the map

\[
U |0\rangle \ |\phi\rangle = |0\rangle e^{i\lambda W} |\phi\rangle,
\]

for all \(|\phi\rangle \in \mathcal{H}_s \otimes \mathcal{H}_s\). The parameter \(\lambda = \delta \beta / 2\) is discussed in Thm. 1.2 and Appendix A.
For simplicity, we do not consider the inner workings of these unitaries in the assumed access model, thereby avoiding implementation details that depend on the particular method used. The gate complexities of these unitaries follow from explicit constructions, and these also depend on the presentation of the Hamiltonians. For example, in Appendix A, we analyze the gate complexity of \( U \) using quantum signal processing and qubitization [33, 46], for the special case where \( H_0 \) and \( H_1 \) (and \( W \)) are presented as linear combinations of unitaries. Quantum signal processing and the related Taylor series method also apply to the \( d \)-sparse model, where the Hamiltonians are represented by \( d \)-sparse matrices [32, 80]. The gate complexity of these methods is polylogarithmic in the inverse of the approximation error. This is a desired feature, as the number of amplitude amplification rounds can be exponential in \( 1/\epsilon \), implying that each round needs to be simulated with precision that is exponentially small in \( 1/\epsilon \).

3.3 The exponential operator

We analyze approximations of the exponential operator \( e^{-\beta W/2} \) given that it is acting on \( (U \otimes I) |\Psi_0 \rangle \). First, we show that an \((\epsilon/2)\)-relative approximation of this operator suffices to prepare \( \tau_1 \) from \( (U \otimes I) |\Psi_0 \rangle \) and satisfy Eq. (1). We introduce the work cutoff \( w_1 \) that, roughly, has the property that \( (U \otimes I) |\Psi_0 \rangle \) has negligible support on the subspace spanned by eigenstates of \( W \) of eigenvalues below \( w_1 \). In other words, using either measurement scheme in Sec. 2 to sample from \( P(w) \), those work values below \( w_1 \) are not the rare events that need to be captured. It suffices then to approximate the action of \( e^{-\beta W/2} \) on a subspace where \( w \geq w_1 \) only. We construct one such approximation using a Fourier series, with the desired relative error. This is a linear combination of unitaries, where each unitary is an integer power of \( U \) in Eq. (41).

3.3.1 Approximation errors and work cutoff

A main part of our quantum algorithm consists of the implementation of an operator proportional to \( e^{-\beta W/2} \) on \( (U \otimes I) |\Psi_0 \rangle \). This transformation is implemented approximately by an operator \( X \), and we set sufficient conditions for the approximation errors below.

**Lemma 3.1** (Relative approximation). Let \( \epsilon \geq 0 \) be the approximation error and \( X \) be a linear operator acting on \( H_s \otimes H_{s'} \) that approximates \( e^{-\beta W/2} \) on \( (U \otimes I) |\Psi_0 \rangle \) and satisfies

\[
\| (e^{-\beta W/2} - X) (U \otimes I) |\Psi_0 \rangle \| \leq \epsilon \| e^{-\beta W/2} (U \otimes I) |\Psi_0 \rangle \| .
\] (42)

Then, the (mixed) quantum state

\[
\tau_1 := \frac{\text{tr}_{H_{s'}}(X (U \otimes I) |\Psi_0 \rangle \langle \Psi_0 | (U^\dagger \otimes I) X^\dagger)}{\|X (U \otimes I) |\Psi_0 \rangle\|^2}
\] (43)

satisfies Eq. (1), that is,

\[
\frac{1}{2} \| \tau_1 - \rho_1 \|_1 \leq \epsilon .
\] (44)

**Proof.** Let

\[
|\Phi_1 \rangle := \frac{e^{-\beta W/2} (U \otimes I) |\Psi_0 \rangle}{\|e^{-\beta W/2} (U \otimes I) |\Psi_0 \rangle\|},
\] (45)

\[
|\Phi_1' \rangle := \frac{X (U \otimes I) |\Psi_0 \rangle}{\|X (U \otimes I) |\Psi_0 \rangle\|},
\] (46)

be normalized states so that, from Eqs. (31) and (43),

\[
\rho_1 = \text{tr}_{H_{s'}}(|\Phi_1 \rangle \langle \Phi_1 |),
\] (47)

\[
\tau_1 = \text{tr}_{H_{s'}}(|\Phi_1' \rangle \langle \Phi_1' |).
\] (48)
Let \(|\Gamma\) := \(|\Phi_1\rangle - |\Phi'_1\rangle\). The triangle inequality implies
\[
\| |\Gamma| \| = \left\| (e^{-\beta W/2} - X)(U \otimes 1) |\Psi_0\rangle \right\| + \left( \left\| X(U \otimes 1) |\Psi_0\rangle \right\| - 1 \right) |\Phi'_1\rangle \right\| \leq \frac{\epsilon}{2} + \frac{\|X(U \otimes 1) |\Psi_0\rangle\|}{e^{-\beta W/2(U \otimes 1) |\Psi_0\rangle}} - 1 \leq \epsilon .
\]
We use the non-increasing property of the trace distance to obtain
\[
\frac{1}{2} \|r_1 - r_0\|_1 = \frac{1}{2} \|\Phi'_1\rangle \langle \Phi'_1| - |\Phi_1\rangle \langle \Phi_1|\|_1 \leq \frac{1}{2} \|\Phi'_1\rangle \langle \Phi'_1| - |\Phi_1\rangle \langle \Phi_1|\|_1 \leq \frac{1}{2} \| |\Gamma| \| - |\Phi'_1\rangle \langle \Phi'_1| - |\Phi_1\rangle \langle \Phi_1|\|_1 \leq \| |\Gamma| \| \leq \epsilon ,
\]
and Eq. (1) is satisfied. □

Note that Eq. (36) implies
\[
\|e^{-\beta W/2(U \otimes 1) |\Psi_0\rangle}\| = \|((U \otimes U^*)^*e^{-\beta W/2(U \otimes 1) |\Psi_0\rangle}\|
= e^{-\beta \Delta A/2}\|\Psi_1\|\|
= e^{-\beta \Delta A/2} .
\]
This is nothing but Jarzynski equality in disguise. Then, the condition in Eq. (42) can be alternatively written as
\[
\|((e^{-\beta W/2} - X)(U \otimes 1) |\Psi_0\rangle\| \leq \frac{\epsilon}{2} e^{-\beta \Delta A/2} .
\]

For \(w_1 \geq w_{\text{min}}\), we define
\[
\Pi_{\leq w_1} := \sum_{m,n: w_{m,n} \leq w_1} |\psi_{m,n}\rangle \langle \psi_{m,n}| ,
\]
which acts on \(H_s \otimes H_{s'}\). This is the orthogonal projector into the subspace spanned by eigenstates \(|\psi_{m,n}\rangle\) of \(W\) of eigenvalue \(w_{m,n}\) less than \(w_1\). We obtain:

**Lemma 3.2 (Work cutoff).** Let \(\epsilon > 0\) be the approximation error and \(w_1 \in \mathbb{R}\) be a work cutoff that satisfies
\[
\|e^{-\beta W/2} \Pi_{\leq w_1}(U \otimes 1) |\Psi_0\rangle\| \leq \frac{\epsilon}{6} e^{-\beta W/2(U \otimes 1) |\Psi_0\rangle} .
\]

Let \(X\) be a normal operator that satisfies \([X,W] = 0\), and approximates \(e^{-\beta W/2}\) as
\[
\|e^{-\beta W/2} - X\| |\psi_{m,n}\rangle\| \leq 2 e^{-\beta w_{m,n}/2} , \forall m,n: w_{m,n} < w_1 , \quad \quad \quad \quad \quad \quad \quad (63)
\|
e^{-\beta W/2} - X\| |\psi_{m,n}\rangle\| \leq \frac{\epsilon}{3} e^{-\beta w_{m,n}/2} , \forall m,n: w_{m,n} \geq w_1 . \quad \quad \quad \quad \quad \quad \quad (64)
\]

Then, Eq. (42) is satisfied; that is,
\[
\|e^{-\beta W/2} - X(U \otimes 1) |\Psi_0\rangle\| \leq \frac{\epsilon}{2} e^{-\beta W/2(U \otimes 1) |\Psi_0\rangle} .
\]
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According to Eq. (27), the left hand side of Eq. (62) satisfies

$$\sum_{m,n} p_{m,n} \| e^{-\beta w_{m,n}/2} \| ^2 = \sum_{m,n; w_{m,n} < w_1} p_{m,n} \| e^{-\beta w_{m,n}} \|^2 \leq 4 \sum_{m,n; w_{m,n} < w_1} p_{m,n} e^{-\beta w_{m,n}}$$

(66)

then, Eq. (64) implies

$$w$$

the orthogonal projector into the subspace spanned by eigenstates of

Then, Eq. (64) implies

$$\| e^{-\beta W/2} \| ^2 = 4 \| e^{-\beta W/2} \| ^2 \leq \frac{\epsilon^2}{9} \| e^{-\beta W/2} \| ^2 ,$$

(69)

where the last inequality follows from the assumption in Eq. (62). Let \( \Pi_{\geq w_1} := \Pi - \Pi_{<w_1} \) be the orthogonal projector into the subspace spanned by eigenstates of \( W \) of eigenvalue at least \( w_1 \). Then, Eq. (64) implies

$$\| (e^{-\beta W/2} - X) \Pi_{\geq w_1} (U \otimes 1) | \Psi_0 \rangle \|^2 = \sum_{m,n; \geq w_1} p_{m,n} \| (e^{-\beta W/2} - X) | \psi_{m,n} \rangle \|^2 \leq \frac{\epsilon^2}{9} \sum_{m,n; \geq w_1} p_{m,n} e^{-\beta w_{m,n}}$$

(71)

It follows that

$$\| (e^{-\beta W/2} - X) (U \otimes 1) | \Psi_0 \rangle \| =$$

$$= \| (e^{-\beta W/2} - X) (\Pi_{<w_1} + \Pi_{\geq w_1}) (U \otimes 1) | \Psi_0 \rangle \|$$

(74)

$$= \| (e^{-\beta W/2} - X) | \Psi_0 \rangle \|^2 + \| (e^{-\beta W/2} - X) \Pi_{\geq w_1} (U \otimes 1) | \Psi_0 \rangle \|^2 \}^{1/2}$$

(75)

$$\leq \frac{\epsilon^2}{9} \| (e^{-\beta W/2} (U \otimes 1) | \Psi_0 \rangle \|^2 \}^{1/2}$$

(76)

$$\leq \frac{\epsilon^2}{2} \| (e^{-\beta W/2} (U \otimes 1) | \Psi_0 \rangle \| .$$

(77)

Lemma 3.2 basically states that the action of \( X \) needs to be an \( O(\epsilon) \)-relative approximation of \( e^{-\beta W/2} \) only in the subspace where the eigenvalues of \( W \) are, at least, \( w_1 \). For the subspace where the eigenvalues are less than \( w_1 \), an \( O(1) \)-relative approximation suffices.

The assumption in Eq. (62), stated in that way for clarity, is equivalent to Eq. (4):

**Lemma 3.3.** Equation (62) is equivalent to Eq. (4), that is,

$$\sum_{w < w_1} P(w) e^{-\beta (w - \Delta t)} \leq \left( \frac{\epsilon}{6} \right)^2 .$$

(78)

**Proof.** According to Eq. (27), the left hand side of Eq. (62) satisfies

$$\| e^{-\beta W/2} \Pi_{<w_1} (U \otimes 1) | \Psi_0 \rangle \|^2 = \sum_{m,n; w_{m,n} < w_1} p_{m,n} e^{-\beta w_{m,n}}$$

(79)

$$= \sum_{w < w_1} P(w) e^{-\beta w} .$$

(80)

According to Eq. (59), the right hand side of Eq. (62) satisfies

$$\left( \frac{\epsilon}{6} \right) \| e^{-\beta W/2} (U \otimes 1) | \Psi_0 \rangle \| \right) = \left( \frac{\epsilon}{6} \right)^2 e^{-\beta \Delta t} .$$

(81)

\[ \square \]
Equation (78) can alternatively be stated as

$$\sum_{w > w_1} P^{\text{rev}}(w) \leq \left( \frac{\epsilon}{6} \right)^2,$$

where $P^{\text{rev}}(w)$ is the work distribution of the reverse process further discussed in Sec. 4.1. In the reverse process, the roles of $H_0$ and $H_1$ are interchanged, and the non-equilibrium unitary is $U^\dagger$. For concreteness, in the two-time measurement scheme we start with the thermal state $\rho_1$, perform a projective measurement of $H_1$ to obtain the energy (eigenvalue) $\varepsilon_{1,n}$, evolve with $U^\dagger$, and finally perform a projective measurement of $H_0$ to obtain $\varepsilon_{0,m}$. Work for this realization is $\varepsilon_{0,m} - \varepsilon_{1,n}$. At first, it might come as a surprise that the complexity of our quantum algorithm can also be determined from properties of this reverse process. However, Crooks fluctuation theorem [39] relates the work distributions of the two processes, $P(w)$ and $P^{\text{rev}}(w)$, allowing us to express the condition in Eq. (4) in terms of either process.

We note that Ref. [81] proposed a “neglected-tail” bias model that estimates the bias of free-energy calculations by considering explicitly the effect of poor sampling of the tails of the work distribution. This model was later refined in Ref. [82]. In both works a threshold value for work is introduced for analyzing the error of the algorithm which itself does not depend on the threshold. In contrast, in our case the work cutoff plays an important role in the quantum algorithm and its complexity.

3.3.2 Fourier series approximation

We approximate the action of the exponential operator $e^{-\beta W/2}$ using an approach based on Fourier series. This approach differs from that of Ref. [83] for computing partition functions as we are addressing a more general case where the Hamiltonians are not necessarily positive semidefinite. Another difference is that here we use the cutoff $w_1$ for better convergence.

Our starting point is the identity ($x \in \mathbb{R}$)

$$e^{-x} = (f \ast g)(x)$$

$$= \int dy f(x-y)g(y),$$

where $f(x)$ is the normal distribution

$$f(x) := \frac{1}{\sqrt{\pi}}e^{-x^2}$$

and $g(x) := e^{-1/4}e^{-x}$. As we are only interested in the case where $x$ is bounded, we modify $g(x)$ such that

$$g(x) := \begin{cases} e^{-1/4}e^{-x} & x \geq -\Delta - 1/2 \\ 0 & x < -\Delta - 1/2 \end{cases}$$

where $\Delta > 0$ depends on the approximation error and is chosen below. That is, we approximate $e^{-x}$ by $h(x) := (f \ast g)(x)$, which will be a good approximation in the region of interest ($x \geq 0$). A simple integration gives

$$h(x) = \frac{e^{-1/4}}{\sqrt{\pi}} \int_{-\Delta-1/2}^{\infty} dy e^{-(x-y)^2-y}$$

$$= e^{-x} \frac{1}{\sqrt{\pi}} \int_{-\Delta-1/2}^{\infty} dy e^{-(y-(x-1/2))^2}$$

$$= e^{-x} \frac{1}{\sqrt{\pi}} \int_{-\Delta-x}^{\infty} dy e^{-y^2}$$

$$= e^{-x}(1 + \text{Erf}(\Delta + x))/2,$$

where Erf($z$) = $\frac{2}{\sqrt{\pi}} \int_0^z dy e^{-y^2}$ is the error function. The convolution theorem implies

$$H(\omega) = \sqrt{2\pi} F(\omega)G(\omega),$$
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where $F(\omega)$, $G(\omega)$, and $H(\omega)$ are the (unitary) Fourier transforms of $f(x)$, $g(x)$, and $h(x)$, respectively. In particular,

$$F(\omega) = \frac{1}{\sqrt{2\pi}} e^{-x^2}, \quad (92)$$

$$G(\omega) = \frac{e^{-1/4}}{\sqrt{2\pi}} \int_{-\infty}^{\infty} dx \, e^{-x} e^{-i\omega x}$$

$$= \frac{e^{-1/4} e^{(1+i\omega)(\Delta+1/2)}}{\sqrt{2\pi}} \frac{1}{1+i\omega}, \quad (94)$$

and thus $|H(\omega)|$ decays rapidly with $|\omega|$, a property that is useful for our final approximation to work. Note that $h(x) = \frac{1}{\sqrt{2\pi}} \int d\omega \, H(\omega) e^{i\omega x}$ and we can start from this expression for the final approximation; see below. In Fig. 1 we plot $h(x)$ and $|H(\omega)|$.

As discussed in Sec. 3.3.1, we are interested in an approximation that uses the cutoff $w_1$. Using the previous identity and replacing $x \to \beta(W - w_1)/2$, we propose

$$X(\beta, \epsilon) := \sum_{j=-J}^{J} \alpha_j U^j,$$  

$$\alpha_j := e^{-\beta w_1/2} \frac{\delta}{\sqrt{2\pi}} H(\omega_j) e^{-i\omega_j \beta w_1/2}, \quad (96)$$

where $\omega_j = j\delta$, and the unitary $U$ is that of Eq. (41), that is,

$$U := e^{i\delta W/2}. \quad (97)$$

The integer $J > 0$ and the values of $\delta > 0$ and $\Delta > 0$ determine the accuracy of the approximation. These are chosen in the following lemma so that the error bounds in Eqs. (63) and (64) of Lemma 3.2 are satisfied.

**Lemma 3.4** (Fourier series approximation). Let $\epsilon > 0$ and $w_{\text{max}} \geq w_1 \geq w_{\text{min}}$. Then, if

$$\Delta = \max\{4, \sqrt{\ln(6/\epsilon)}\}, \quad (98)$$

$$z = \beta(w_{\text{max}} - w_1) + 2\Delta^2, \quad (99)$$

$$\delta = 2\pi/z, \quad (100)$$

and for all integer $J \geq \lceil \frac{1}{2} z^{3/2} \rceil - 1$, the operator $X(\beta, \epsilon)$ in Eq. (95) satisfies Eqs. (63) and (64), that is,

$$\|e^{-\beta W/2} - X(\beta, \epsilon)\| \psi_{m,n} \| \leq 2e^{-\beta w_{m,n}/2}, \forall m,n : w_{m,n} < w_1, \quad (101)$$

$$\|e^{-\beta W/2} - X(\beta, \epsilon)\| \psi_{m,n} \| \leq \frac{2}{3} e^{-\beta w_{m,n}/2}, \forall m,n : w_{m,n} \geq w_1. \quad (102)$$
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In addition, the coefficients appearing in \(X(\beta, \epsilon)\) satisfy

\[
\alpha := \sum_{j=-J}^{J} |\alpha_j| \leq 2e^{\Delta}e^{-\beta w_{1}/2} .
\]  

(103)

The proof of this result is given in Appendix D. It consists of three approximation steps: if \(\hat{x} := \beta(W - w_{1})/2\), and starting from \(e^{-xW/2} = e^{-\beta w_{1}/2}e^{-x/2}\), we approximate this operator by \(e^{-\beta w_{1}/2}h(\hat{x}) = e^{-\beta w_{1}/2} \frac{1}{2\pi} \int d\omega H(\omega)e^{i\omega\hat{x}}\), where \(H(\omega)\) is given in Eq. (91). Then we approximate this integral by an infinite (Riemann) sum and, last, we truncate this sum to obtain \(X(\beta, \epsilon)\). The three approximation steps set sufficient conditions in \(\Delta, \delta\), and \(\omega_{j+1}\) to satisfy Eqs. (63) and (64). Lemma 3.4 presents some choices for these parameters but further optimizations might be possible; see Appendix D for details. Also, in Appendix E, we provide an improved result for the special case where \(W \geq 0\) [21, 77].

It is important to remark that the dependence of \(\Delta\) and \(\delta\) in \(1/\epsilon\) is only (sub)logarithmic. Also, if we choose \(J + 1 = \lfloor \frac{1}{2} \log(\epsilon) \rfloor\), \(\omega_{j+1} = (J + 1)\delta\) is polylogarithmic in \(1/\epsilon\). Moreover, the term \(e^{\Delta}\) is subpolynomial in \(1/\epsilon\) and implies \(e^{\Delta} = O(1/\epsilon^{o(1)})\) in Eq. (103). In practice, we expect that \(\Delta = 4\) according to our choices for the parameters, since \(\ln(6/\epsilon) > 4\) implies \(\epsilon < 6.75 \times 10^{-7}\).

Our quantum algorithm implements the operator \(X(\beta, \epsilon)\). This is a linear combination of unitaries \(U^{j}\) that can be realized as the evolution under \(W\) for times \(\omega_{j}/2\). To implement the linear combination we discuss two approaches, one based on linear-combination-of-unitaries (LCU) in Sec. 3.3.3, and the other based on quantum signal processing (QSP) in Sec. 3.3.4. In the rest of the paper we drop the explicit dependence of \(X(\beta, \epsilon)\) on \(\beta\) and \(\epsilon\) for simplicity.

### 3.3.3 Implementation of \(X\) using linear combination of unitaries

Our quantum algorithm requires the implementation of the operator \(X = \sum_{j=-J}^{J} \alpha_j U^{j}\) in Eq. (95), which acts on \(H_{a} \otimes H_{v}\). This is a linear combination of unitaries (LCU), which can be realized using ancilla qubits as follows. Without loss of generality, we assume \(2J + 1 = 2^{m}\), where \(m\) is the number of ancilla qubits and \(H_{\text{anc}} \cong \mathbb{C}^{2^{m}}\) is the ancilla space. We let \(B\) be a unitary acting on \(H_{\text{anc}}\) that maps the \(|0\rangle\) state of the ancilla to \(\frac{1}{\sqrt{\alpha}} \sum_{j=0}^{2J} (\alpha_{-J+j})^{1/2} |j\rangle\), where the \(|j\rangle\) are some basis states for the ancilla and \(\alpha = \sum_{j=-J}^{J} |\alpha_{j}|\) is given in Eq. (103). We also let \(R := \sum_{j=0}^{2J} |j\rangle\langle j| \otimes U^{j}\) be the unitary that implements \(U^{j}\) conditional on \(|j\rangle\). (This is the select unitary operation used in prior work on Hamiltonian simulation [32].) Using \(B, R,\) and \(B^{T}\), which is the transpose of \(B\) in the computational basis, we can realize the LCU. The following result is a generalization of Lemma 6 in Ref. [84] for the case \(\alpha_j \in \mathbb{C}\):

**Lemma 3.5 (LCU).** Let \(X\) be a degree-\(J\) Laurent polynomial of \(U\) given as in Eq. (95). Then, there exists a quantum circuit \(S_{\text{LCU}}\) that uses \(m = \log_{2}(2J + 2)\) ancilla qubits, \(O(J)\) controlled-\(U\) and \(U^{1}\) operations, and \(O(J)\) two-qubit gates, such that

\[
S_{\text{LCU}} |0\rangle |\Psi\rangle = |0\rangle \left( \frac{X}{\alpha} |\Psi\rangle \right) + |\chi^{+}\rangle ,
\]

(104)

for all input states \(|\Psi\rangle \in H_{a} \otimes H_{v}\). The state \(|\chi^{+}\rangle\) is a (subnormalized) state supported on the subspace orthogonal to \(|0\rangle\) of the ancilla, i.e., \((|0\rangle|0\rangle \otimes \mathbb{I} \otimes \mathbb{I}) |\chi^{+}\rangle = 0\).

**Proof.** The quantum circuit is \(S_{\text{LCU}} := (\mathbb{I} \otimes U^{-J})(B^{T} \otimes \mathbb{I} \otimes \mathbb{I})R(B \otimes I \otimes I)\) and is given in Fig. 2. First, we note

\[
R(B \otimes I \otimes I) |0\rangle |\Psi\rangle = \frac{1}{\sqrt{\alpha}} \sum_{j=0}^{2J} (\alpha_{-J+j})^{1/2} |j\rangle U^{j} |\Psi\rangle .
\]

(105)

Then, since \(|0\rangle B^{T} |j\rangle = (\alpha_{-J+j}/\alpha)^{1/2}\), we obtain

\[
(B^{T} \otimes I \otimes I)R(B \otimes I \otimes I) |0\rangle |\Psi\rangle = |0\rangle \left( \frac{1}{\alpha} \sum_{j=0}^{2J} (\alpha_{-J+j})U^{j} |\Psi\rangle \right) + |\chi^{+}\rangle ,
\]

(106)
where \( |\chi^\perp\rangle \) is a (subnormalized) state supported on the subspace orthogonal to \( |0\rangle \) of the ancilla. Acting with \( U^{-j} = U^{-2^{m-1}} \) in Eq. (106) implies Eq. (104). Note that \( \alpha_j \in \mathbb{C} \) and we have some flexibility in the choice of \( (\alpha_{-j})^{1/2} \), but any such choice works.

The unitary \( S_{\text{LCU}} \) acts on \( \mathcal{H}_{\text{anc}} \otimes \mathcal{H}_s \otimes \mathcal{H}_e \) and implements \( X/\alpha \) on any state \( |\Psi\rangle \) of \( \mathcal{H}_s \otimes \mathcal{H}_e \). That is, \( S_{\text{LCU}} \) is a block-encoding of \( X/\alpha \). Assuming \( 2J + 2 = 2^m \), the quantum circuit uses \( m \) ancilla qubits. This simplifies the implementation of \( R \), which can be done by controlling \( U \) on individual ancillas, as shown in Fig. 2. Implementing \( S_{\text{LCU}} \) then requires \( \mathcal{O}(J) \) uses of controlled-\( U \) and \( U^\dagger \), and also requires \( \mathcal{O}(J) \) two-qubit gates for \( B, B^\dagger \), and other controlled gates.

### 3.3.4 Implementation of \( X \) using quantum signal processing

Quantum signal processing (QSP) also allows us to implement \( X = \sum_{j=-J}^{J} \alpha_j U^j \) [33, 85]. QSP is a sequence of rotations on an ancilla qubit interleaved with controlled-\( U \) and controlled-\( U^\dagger \) operations. It allows one to reduce the ancilla overhead to a constant, which contrasts the LCU approach of Sec. 3.3.3, at the expense of classically computing the phases for the ancilla rotations.

Let \( \Phi = \{ \phi_0, \ldots, \phi_d \} \) be a set of \( d + 1 \) real phases and

\[
V_\Phi := e^{i\phi_0 (Z \otimes \mathbb{I})} W e^{i\phi_1 (Z \otimes \mathbb{I})} \cdots W e^{i\phi_d (Z \otimes \mathbb{I})}
\]

be a quantum circuit shown in Fig 3, where

\[
Z \otimes \mathbb{I} = \begin{pmatrix} 1 & 0 \\ 0 & -1 \end{pmatrix}
\]

is the unitary operator that applies the diagonal Pauli \( Z \). \( W = |+\rangle (+\rangle \otimes V + |\rangle (-\rangle \otimes V^\dagger \)

\[
= \frac{1}{2} \begin{pmatrix} V + V^\dagger & V - V^\dagger \\ V - V^\dagger & V + V^\dagger \end{pmatrix},
\]

and \( V \) is any unitary. That is, the unitary \( W \) implements \( V \) or \( V^\dagger \) conditioned on the state of the ancilla being \( |+\rangle = 1/\sqrt{2} (|0\rangle + |1\rangle) \) or \( |\rangle = 1/\sqrt{2} (|0\rangle - |1\rangle) \), respectively. The quantum circuit \( V_\Phi \) is given in Fig 3. It can be shown to satisfy [86]

\[
V_\Phi = \begin{pmatrix} P(\frac{1}{2}(V + V^\dagger)) & \frac{1}{2}(V - V^\dagger) Q(\frac{1}{2}(V + V^\dagger)) \\ \frac{1}{2}(V - V^\dagger) Q^*(\frac{1}{2}(V + V^\dagger)) & P^*(\frac{1}{2}(V + V^\dagger)) \end{pmatrix},
\]

where \( P(y) \) and \( Q(y) \) are complex polynomials of degree \( \leq d \) and \( \leq d - 1 \), respectively, \( P(y) = P(-y) \) is an even function and \( Q(y) = -Q(-y) \) is an odd function, if \( d \) is even. Our objective is to find two sets of phases, \( \Phi_1 \) and \( \Phi_2 \), such that \( V_{\Phi_1} \) and \( V_{\Phi_2} \) encode parts of the operator \( X \) in their blocks when we replace \( V \rightarrow U^\dagger \).

To show that \( \Phi_1 \) and \( \Phi_2 \) exist, we apply Thm. 5 of Ref. [86] in the following result. (See also Ref. [87] and Ref. [88] for an overview of QSP and how the phases can be determined.)
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**Figure 2:** The quantum circuit \( S_{\text{LCU}} \), which is a block-encoding of \( X/\alpha \), and realizes the LCU. The filled circles denote operations controlled on the state \( |1\rangle \) of the corresponding ancilla qubit. The number of ancilla qubits is \( m = \log_2(2J + 2) \).
Figure 3: The quantum circuit to implement the unitary $V_\Phi = e^{i\phi_0(Z \otimes 1)}W^d e^{i\phi_1(Z \otimes 1)} \ldots W e^{i\phi_d(Z \otimes 1)}$. The one-qubit gates $H$ and $X$ are the Hadamard and Pauli $X$ gates, respectively.

Lemma 3.6 (QSP). Let $X$ be a degree-$J$ Laurent polynomial of $U$ given as in Eq. (95). Then there exists a quantum circuit $S_{QSP}$ that uses $m = 3$ ancilla qubits, $O(J)$ controlled-$U$ and controlled-$U^\dagger$ operations, and $O(J)$ two-qubit gates, such that

$$S_{QSP} |0\rangle |\Psi\rangle = |0\rangle \left( \frac{X}{2\alpha} |\Psi\rangle \right) + |\chi^\perp\rangle ,$$

(112)

for all input states $|\Psi\rangle \in \mathcal{H}_s \otimes \mathcal{H}_{\psi}$. The state $|\chi^\perp\rangle$ is a (subnormalized) quantum state supported on the subspace orthogonal to $|0\rangle$ of the ancilla, i.e., $(|0\rangle \otimes \mathbb{I} \otimes \mathbb{I}) |\chi^\perp\rangle = 0$.

Proof. We begin our proof by decomposing the polynomial $X$ of Eq. (95) as a sum of other polynomials, such that Thm. 5 of Ref. [86] can be used. Each polynomial will then be realized by unitaries $V_{\Phi_1}$ and $V_{\Phi_2}$, respectively, and $X/(2\alpha)$ can be implemented as a LCU involving these unitaries. The method of Sec. 3.3.3 can be used for the last step.

As a function of $U$, the operator $X$ does not have definite parity. To address this issue, we define the unitary $\mathcal{V} := U^4$, so that

$$X = \sum_{j=-J}^J \alpha_j \mathcal{V}^{2j} .$$

(113)

The transformation $\mathcal{V} \rightarrow -\mathcal{V}$ leaves $X$ invariant, which now is an even function of $\mathcal{V}$. Since $\alpha_j = (\alpha_{-j})^*$ for all $j$, we can write $X = X_1 + X_2$, where

$$X_1 := \alpha_0 \mathbb{I} + 2 \sum_{j=1}^J \text{Re}(\alpha_j) \frac{\mathcal{V}^{2j} + \mathcal{V}^{-2j}}{2} ,$$

(114)

$$X_2 := -2 \sum_{j=1}^J \text{Im}(\alpha_j) \frac{\mathcal{V}^{2j} - \mathcal{V}^{-2j}}{2i} .$$

(115)

These operators are also even functions of $\mathcal{V}$. We define the polynomials

$$p_1(y) := \frac{1}{\alpha} \left( \alpha_0 + 2 \sum_{j=1}^J \text{Re}(\alpha_j) T_j(y) \right) ,$$

(116)

$$q_2(y) := -\frac{2}{\alpha} \sum_{j=1}^J \text{Im}(\alpha_j) R_{2j-1}(y) ,$$

(117)

where $T_j(y)$ and $R_j(y)$ are the $j$-th Chebyshev polynomials of the first and second kind, respectively, and $y \in [-1, 1]$. In particular, if $y = \cos(\theta/2)$, where $\theta$ is an eigenphase of $U$, we obtain

$$p_1(\cos(\theta/2)) = \frac{1}{\alpha} \left( \alpha_0 + 2 \sum_{j=1}^J \text{Re}(\alpha_j) \cos(j\theta) \right) ,$$

(118)

$$i \sin(\theta/2) q_2(\cos(\theta/2)) = -\frac{2}{\alpha} \sum_{j=1}^J \text{Im}(\alpha_j) \sin(j\theta) ,$$

(119)
where we used the properties $\mathcal{T}_k(\cos \gamma) = \cos(k\gamma)$ and $\sin(\gamma)\mathcal{R}_k(\cos(\gamma)) = \sin((k+1)\gamma)$. Replacing $V \to e^{i\theta/2}$ and $V^\dagger \to e^{-i\theta/2}$ in Eqs. (114) and (115) produces $\omega \rho_1(\cos(\theta/2))$ and $\omega \sin(\theta/2)q_2(\cos(\theta/2))$, respectively. This implies

$$p_1 \left( \frac{1}{2} (V + V^\dagger) \right) = \frac{X_1}{\alpha}, \quad (120)$$

$$\frac{1}{2} (V - V^\dagger) q_2 \left( \frac{1}{2} (V + V^\dagger) \right) = i \frac{X_2}{\alpha}. \quad (121)$$

Following Eq. (111), the operators $X_1/\alpha$ and $iX_2/\alpha$ can appear in the first or the second block of unitaries $V_{\Phi_1}$ and $V_{\Phi_2}$, respectively.

We now show that the polynomials $p_1(y)$ and $q_2(y)$ satisfy the conditions in Thm. 5 of Ref. [86]. First, we note that $p_1(y)$ and $q_2(y)$ have real coefficients, i.e., $p_1, q_2 \in \mathbb{R}[y]$. Second, $p_1(y)$ is an even function of degree $\leq 2J$, and $q_2(y)$ is an odd function of degree $\leq 2J - 1$. Third, $|p_1(y)|^2 < 1$, and $(1 - y^2)|q_2(y)|^2 < 1$ for $y \in [-1, 1]$, which result from Eq. (116) and Eq. (119), respectively. It follows that there exists an odd polynomial $q_1 \in \mathbb{R}[y]$ of degree $\leq 2J - 1$, and an even polynomial $p_2 \in \mathbb{R}[y]$ of degree $\leq 2J$, such that $(p_1(y))^2 + (1 - y^2)(q_1(y))^2 \leq 1$ and $(p_2(y))^2 + (1 - y^2)(q_2(y))^2 \leq 1$, for all $y \in [-1, 1]$. There are many ways of choosing $q_1(y)$ and $p_2(y)$ (e.g., $q_1(y) = 0$ and $p_2(y) = 0$), however any such choice suffices. Then, Thm. 5 of Ref. [86] implies the existence of two sets $\Phi_1$ and $\Phi_2$, of $2J + 1$ phases each, such that

$$\text{Re}(V_{\Phi_1}) = \left( \begin{array}{c} X_1 \\ \alpha \end{array} \right), \quad (122)$$

$$\text{Im}(V_{\Phi_2}) = \left( \begin{array}{c} X_2 \\ \alpha \end{array} \right). \quad (123)$$

We can combine the unitaries so that

$$\frac{1}{4} (V_{\Phi_1} + V_{\Phi_1}^\dagger + V_{\Phi_2} e^{-i\frac{\pi}{2} X} + e^{i\frac{\pi}{2} X} V_{\Phi_2}^\dagger) = \left( \begin{array}{c} X \\ 2\alpha \end{array} \right). \quad (124)$$

and the operator $X/(2\alpha)$ appears in the first block of a linear combination of four unitaries. The weight of the linear combination is 1 and the LCU can be implemented following the method in Sec. 3.3.3, where $B$ is now composed of two Hadamard gates. This requires two additional ancilla qubits and implements a unitary $S_{QSP}$, shown in Fig. 4, that acts on $\mathcal{H}_{\text{anc}} \otimes \mathcal{H}_s \otimes \mathcal{H}_{\ell'}$ and is a block-encoding of $X/(2\alpha)$; that is

$$S_{QSP} |0 \rangle |\Psi\rangle = |0 \rangle \left( \begin{array}{c} X \\ 2\alpha \end{array} |\Psi\rangle \right) + |\chi^\perp\rangle, \quad (125)$$

where $|\chi^\perp\rangle$ is supported on the subspace orthogonal to $|0\rangle$ of the ancilla. The total number of ancilla qubits is $1 + 2 = 3$, $\mathcal{H}_{\text{anc}} = \mathbb{C}^2$, and the number of rotations on the ancilla qubit for $V_{\Phi_1}$, $V_{\Phi_1}^\dagger$, $V_{\Phi_2}$, or $V_{\Phi_2}^\dagger$, is $2J + 1$, bringing the gate complexity to $O(J)$.

Last, we note that $V_{\Phi_1}$, $V_{\Phi_2}$, or their inverses, make $2J$ uses of $V$ given in Eq. (109). This requires $2J$ uses of $V$ and $2J$ uses of $V^\dagger$. However, a simple compilation of the circuit, discussed in Appendix G, allows us to implement $V_{\Phi_1}$, $V_{\Phi_2}$, or their inverses, using $J$ controlled-$U$ and $J$ controlled-$U^\dagger$ operations; see Fig. 5.

In Appendix G we obtain the sets of phases $\Phi_1$ and $\Phi_2$ using the MATLAB package QSPPACK (available at https://github.com/qsppack/QSPPACK).

### 3.4 Main quantum algorithm

To solve the TSP, our quantum algorithm prepares an approximation of $|\Psi_1\rangle$, the purification of $\rho_1$ given in Eq. (37), from $|\Phi_0\rangle$, the purification of $\rho_0$ given in Eq. (23). Let $X$ be the operator of Sec. 3.3.2 that approximates $e^{-\beta W/2}$ and $U$ any unitary that acts on $\mathcal{H}_s \equiv \mathcal{H}_{\ell'}$. 
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A pure state

Output: $R$, $\phi$

Lemma 3.4. Construct the unitaries $w_1$. Obtain a work cutoff $\omega_l$ that satisfies Eq. (4) and compute $X$ according to Eq. (95) and Lemma 3.4. Construct the unitaries $S'$ and $S''$.

Steps:
1. Obtain a work cutoff $\omega_l$ that satisfies Eq. (4) and compute $X$ according to Eq. (95) and Lemma 3.4. Construct the unitaries $S'$ and $S''$.
2. Prepare the initial state $|0\rangle |\Psi_0\rangle$ and perform amplitude amplification with reflections $R' := 1 - 2P'$ and $R := 1 - 2P$.
3. Apply the unitary $I \otimes I \otimes U^*$.

Output: A pure state $|\Psi'_1\rangle$ such that $\tau_1 = \text{tr}_{\mathcal{H}_s'}(|\Psi'_1\rangle\langle\Psi'_1|)$ satisfies $\frac{1}{2}||\tau_1 - \rho_1||_1 \leq \epsilon$.

To show that this quantum algorithm prepares $|\Psi'_1\rangle$ of Def. 3.7, we first note

$$S'|0\rangle |\Psi_0\rangle = |0\rangle \frac{1}{\alpha} X(U \otimes I) |\Psi_0\rangle + |\chi^+\rangle,$$

(127)

The unitary $S_{\text{QSP}}$ of Sec. 3.3.4 is a block-encoding of $X/(2\alpha)$. Here we disregard the factor $1/2$ for simplicity. Nevertheless, this factor needs to be considered in the complexity if we implement $X$ using QSP.
where $|\chi^\perp\rangle$ is a subnormalized state supported in the subspace orthogonal to $|0\rangle$ of the ancilla. Amplitude amplification using the reflections $R$ and $R'$ prepares

$$X(U \otimes I)|\Psi_0\rangle = \frac{X(U \otimes I)|\Psi_0\rangle}{\|X(U \otimes I)|\Psi_0\rangle\|}$$

with high probability. This coincides with $|\Phi'_1\rangle$ in Eq. (46). The action of $(I \otimes U^*)$ on $|\Phi'_1\rangle$ transforms it to $|\Psi'_1\rangle$. The error bound follows from Lemma 3.1, where the hypothesis is satisfied due to Lemma 3.4 and Lemma 3.2.

3.5 Complexity: Proof of Thm. 1.2

The query complexity of the quantum algorithm is determined by the number of amplitude amplification rounds and the number of uses of the unitaries in each round. From Eq. (127), the average number of amplitude amplification rounds is

$$Q = \mathcal{O}\left(\frac{\alpha}{\|X(U \otimes I)|\Psi_0\rangle\|}\right).$$

Replacing for $\Delta$ in Eq. (103) gives $\alpha = \mathcal{O}(e^{\sqrt{\ln(1/\epsilon)}e^{-\beta w_0/2}})$. The triangle inequality and Eq. (42) imply

$$\|e^{-\beta W/2}(U \otimes I)|\Psi_0\rangle\| - \|X(U \otimes I)|\Psi_0\rangle\| \leq \|(e^{-\beta W/2} - X)(U \otimes I)|\Psi_0\rangle\|\leq \frac{e}{2}\|e^{-\beta W/2}(U \otimes I)|\Psi_0\rangle\|$$

$$\leq \frac{1}{2}\|e^{-\beta W/2}(U \otimes I)|\Psi_0\rangle\|.$$

Equivalently,

$$\|X(U \otimes I)|\Psi_0\rangle\| \geq \frac{1}{2}\|e^{-\beta W/2}(U \otimes I)|\Psi_0\rangle\| = \frac{1}{2}e^{-\beta \Delta A/2},$$

where the last equality follows from Eq. (59). Then, Eq. (129) is

$$Q = \mathcal{O}\left(e^{\sqrt{\ln(1/\epsilon)}e^\beta (\Delta A - w_0)/2}\right),$$

which proves the statement in Thm. 1.2.

Each amplitude amplification round applies the reflections $R$ and $R'$ once, requiring one use of $U_0$, the unitary that prepares $|\Psi_0\rangle = U_0|0\rangle$, and one use of $U_0^*$, $U$, and $U^\dagger$. It also makes $\mathcal{O}(J)$ uses of the controlled-$U$ and controlled-$U^\dagger$, where

$$J = \mathcal{O}(\ln(1/\epsilon) + \beta(w_{\text{max}} - w_l))^{3/2}\quad(137)$$

according to Lemma 3.4. If $X$ is implemented using the LCU approach of Sec. 3.3.3, then each amplitude amplification round uses $B$, $B^\dagger$, $B^T$, and $B^*$ once. The number of two-qubit gates for each of these is $\mathcal{O}(J)$. If $X$ is implemented using the QSP approach of Sec. 3.3.3, then each amplitude amplification round also requires $\mathcal{O}(J)$ two-qubit gates to implement the corresponding sequences of single-qubit rotations required by QSP. The additional gate complexity per round using the LCU or QSP approaches is then $\mathcal{O}(\ln(1/\epsilon) + \beta(w_{\text{max}} - w_l))^{3/2})$. These results prove the remaining complexity statements in Thm. 1.2. To prepare $|\Psi'_1\rangle$, the quantum algorithm uses $U^*$ once.

Last, Lemma 3.4 implies

$$\delta \leq \frac{2\pi}{32 + \beta(w_{\text{max}} - w_l)}$$

$$\leq \frac{\pi}{16}.\quad(139)$$
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The quantum algorithm requires obtaining a work cutoff $w_l$ in Step 1 that satisfies Eq. (4) or, equivalently, Eq. (62). This incurs in an additional complexity that was disregarded in our analysis. Next we show how to efficiently determine possible values of $w_l$ for several classes of Hamiltonians and, if these values are used, the dominant complexity of the quantum algorithm is expected to be that of Step 2. The values of $w_l$ discussed below might be improved. However, finding the largest $w_l$ that satisfies Eq. (4) is expected to be computationally intensive in general.

4 Applications: $w_l$ for various Hamiltonians

In this section we provide suitable choices for the work cutoff $w_l$ in various examples, including general Hamiltonians, commuting Hamiltonians, and local spin Hamiltonians.

4.1 General Hamiltonians: Proof of Thm. 1.3

The proof follows from Crooks equality \[39\], which we provide below, and we consider first the case of general Hamiltonians, commuting Hamiltonians, and local spin Hamiltonians.

The proof follows from the two-time or two-copy measurement schemes of Sec. 2. If $w_l \leq 0$, we obtain

$$
\sum_{w<w_l} P(w)e^{-\beta w} \leq \sum_{w<w_l} \frac{w^2}{(w_l)^2} P(w)e^{-\beta w} \leq \frac{1}{(w_l)^2} \sum_{w} P(w)w^2 e^{-\beta w}.
$$

(140)

(141)

Crooks equality relates $P(w)$ to a reverse work distribution $P^{rev}(w)$ that follows from running the two-time measurement scheme in Sec. 2.1 in reverse. That is, starting from $\rho_1$, we first perform a measurement of $H_1$ and then a measurement of $H_0$. If the eigenvalues are distinct, the first measurement outputs $\varepsilon_{1,n}$ with (Boltzmann) probability $P_1(\varepsilon_{1,n}) = e^{-\beta \varepsilon_{1,n}} / Z_1$. The second measurement outputs $\varepsilon_{0,m}$ with probability $P^{rev}(\varepsilon_{0,m} | \varepsilon_{1,n}) = |\langle \phi_{0,m} | \phi_{1,n} \rangle|^2$, if the outcome of the first measurement is $\varepsilon_{1,n}$. Note that $P^{rev}(\varepsilon_{0,m} | \varepsilon_{1,n}) = P(\varepsilon_{1,n} | \varepsilon_{0,m})$, where the latter is given in Sec. 2.1. The amount of work is $w = \varepsilon_{0,m} - \varepsilon_{1,n}$ and is sampled according to

$$
P^{rev}(w) = \sum_{m,n : \varepsilon_{0,m} - \varepsilon_{1,n} = w} P^{rev}(\varepsilon_{0,m} | \varepsilon_{1,n})P_1(\varepsilon_{1,n}).
$$

(142)

For any function $f(w)$, a slight generalization of Crooks equality states \[39,89\]

$$
\frac{\sum_{w} P(w)e^{-\beta w/2}f(w)}{\sum_{w} P^{rev}(w)e^{-\beta w/2}f(-w)} = e^{-\beta \Delta A},
$$

(143)

and, in particular, choosing $f(w) = e^{-\beta w/2}w^2$,

$$
\sum_{w} P(w)w^2 e^{-\beta w} = e^{-\beta \Delta A} \sum_{w} P^{rev}(w)w^2.
$$

(144)

It is possible to bound the right hand side as follows. The term $\sum_{w} P^{rev}(w)w^2$ is the expected value of $w^2$ in the reverse process. This term can also be written as

$$
\sum_{m,n} P^{rev}(\varepsilon_{0,m} | \varepsilon_{1,n})P_1(\varepsilon_{1,n}) (\varepsilon_{0,m} - \varepsilon_{1,n})^2 = \sum_{m,n} P_1(\varepsilon_{1,n}) |\langle \phi_{0,m} | \phi_{1,n} \rangle|^2 (\varepsilon_{0,m} - \varepsilon_{1,n})^2
$$

(145)

$$
= \sum_{m,n} P_1(\varepsilon_{1,n}) |\langle \phi_{0,m} | (H_0 - H_1) | \phi_{1,n} \rangle|^2
$$

(146)

$$
= \sum_{n} P_1(\varepsilon_{1,n}) |\langle \phi_{1,n} | V^2 | \phi_{1,n} \rangle|,
$$

(147)
which is the expected value of $V^2$ in $\rho$, that is, $\text{tr}(V^2 \rho)$. Then,

$$\sum_w P^\text{rev}(w)w^2 \leq \|V\|^2. \quad (148)$$

Equations (141), (144), and (148) imply

$$\sum_{w < w_l} P(w)e^{-\beta w} \leq \left(\frac{\|V\|}{w_l}\right)^2 e^{-\beta \Delta A} \quad (149)$$

and, for all $w_l \leq -6\|V\|/\epsilon$, we obtain Eq. (4); that is

$$\sum_{w < w_l} P(w)e^{-\beta w} \leq \left(\frac{\epsilon}{6}\right)^2 e^{-\beta \Delta A}. \quad (150)$$

This result is easily generalized to the case $U \neq \mathbb{I}$, which is equivalent to considering a two-time measurement scheme where $H_0$ and $\rho_0$ are replaced by $H_0' := U H_0 U^\dagger$ and $\rho_0' := U \rho_0 U^\dagger$, respectively. That is, the two-time measurement scheme with $U \neq \mathbb{I}$ is equivalent to that where a projective measurement of $H_0'$ is performed on $\rho_0'$ first, and a projective measurement of $H_1$ is done next. Then, the perturbation $V$ in Eq. (149) must be replaced by $V_U := H_1 - H_0' = H_1 - U H_0 U^\dagger$. This proves Thm. 1.3.

Theorem 1.3 is useful as it allows us to choose the work cutoff depending on $\|V_U\|$ and $\epsilon$ only. In the case where $U = \mathbb{I}$ it might be possible to exactly compute or tightly bound $\|V_U\|$ and thus efficiently compute a work cutoff. However, in the more general case where $U \neq \mathbb{I}$, it may not be straightforward to tightly bound $\|V_U\|$ such that $w_l \leq -6\|V_U\|/\epsilon$ provides a useful result. Thus the complexity of computing a useful work cutoff in this more general setting remains open. We further note, for $\epsilon \ll 1$, the result in Thm. 1.3 can be impractical as the complexity of our quantum algorithm is exponential in $-\beta w_0$ and $1/\epsilon$. In this case a better choice for the cutoff might be $w_l = w_{\text{min}} \geq -\|H_0\| - \|H_1\|$, so that $P(w) = 0$ for all $w < w_l$.

### 4.2 Commuting Hamiltonians: Proof of Thm. 1.4

When Hamiltonians commute, i.e., $[H_1, H_0] = [V, H_0] = 0$, they can be diagonalized in the same basis where $|\phi_{0,m}\rangle$ are also eigenstates of $H_1$:

$$H_1 |\phi_{0,m}\rangle = (H_0 + V) |\phi_{0,m}\rangle = (\epsilon_{0,m} + \nu_m) |\phi_{0,m}\rangle = \epsilon_{1,m} |\phi_{0,m}\rangle, \quad (152)$$

where $\nu_m$ is the corresponding eigenvalue of $V$. Then,

$$w_{\text{min}} = \min_m (\epsilon_{1,m} - \epsilon_{0,m}) \quad (154)$$

$$= \min_m \nu_m \quad (155)$$

$$\geq -\|V\|. \quad (156)$$

If $w < -\|V\| \leq w_{\text{min}}$, we obtain $P(w) = 0$. Then, Eq. (8) is satisfied for all $w_l < -\|V\|$.

### 4.3 Local Hamiltonians

We first define local Hamiltonians precisely:

**Definition 4.1 (Local Hamiltonians).** For a given lattice $\Lambda$, $H := \sum_{X \in \Lambda} h_X$ is a $k$-local Hamiltonian of degree $g$ if each local term $h_X$ acts on at most $k$ qudits (spins) of dimension $d$ and if each qudit is involved in, at most, $g$ of the subsets $X$. The number of qudits is $n$. The local terms satisfy $\|h_X\| \leq h$, where $h$ is a strength parameter.

The structure of local Hamiltonians allow us to obtain complexity bounds for our quantum algorithm that are a significant improvement of the general case; see below.
4.3.1 The case $U = I$: Proof of Theorem 1.5

Theorem 1.5 is mainly a consequence of the following lemma that analyzes the support of distributions of $H_0$ on the eigenspaces of $H_1$. This result might be of independent interest and is proven in Appendix F.

**Lemma 4.2** (Eigenspace modification under perturbations). Let $H_1 = H_0 + V$, where $H_1 = \sum_{X \in \Lambda} h_{1X}, H_0 = \sum_{X \in \Lambda} h_{0X},$ and $V = \sum_{X \in \Lambda} v_X$ are $k$-local Hamiltonians as in Def. 4.1. The number of local terms in $V$ is, at most, $M$ and $\|h_{0X}\| \leq h$ and $\|v_X\| \leq v$ for all subsets $X \in \Lambda$. Then,

$$\|\Pi^{\leq \varepsilon_1} \Pi^{0}_{> \varepsilon_0}\| \leq e^{-\frac{\varepsilon_0 - \varepsilon_1 - 2M\epsilon}{\hbar^2 \kappa^2}},$$

where $\Pi^{\leq \varepsilon_1} := \sum_{m: \varepsilon_1 m \leq \varepsilon_1} |\phi_{1,m}\rangle\langle \phi_{1,m}|$ and $\Pi^{0}_{> \varepsilon_0} := \sum_{m: \varepsilon_0 m > \varepsilon_0} |\phi_{0,m}\rangle\langle \phi_{0,m}|$ are the orthogonal projectors into the subspaces of $H_1$ and $H_0$ of eigenvalues at most $\varepsilon_1$ and larger than $\varepsilon_0$, respectively, and we assume $\varepsilon_1 \leq \varepsilon_0$.

We now use Lemma 4.2 to prove Thm. 1.5. For $U = I$ and $w_1 < 0$, we obtain

$$\sum_{w < w_1} P(w) e^{-\beta w} = \sum_{m,n: \varepsilon_1 n - \varepsilon_0 m < w_1} P(\varepsilon_1 n | \varepsilon_0 m) P(\varepsilon_0 m) e^{-\beta (\varepsilon_1 n - \varepsilon_0 m)}$$

(158)

$$= \frac{1}{Z_0} \sum_{m,n: \varepsilon_1 n - \varepsilon_0 m < w_1} |\langle \phi_{1,n} | \phi_{0,m}\rangle|^2 e^{-\beta \varepsilon_1 n}$$

(159)

$$= \frac{1}{Z_0} \sum_{n} |\langle \phi_{1,n} | \Pi^{0}_{> \varepsilon_0} | \phi_{1,n}\rangle|^2 e^{-\beta \varepsilon_1 n}$$

(160)

$$\leq \frac{1}{Z_0} \sum_{n} \|\Pi^{\leq \varepsilon_1} \Pi^{0}_{> \varepsilon_0}\| e^{-\beta \varepsilon_1 n}$$

(161)

$$\leq \frac{1}{Z_0} e^{-\frac{w_1 - 2M\epsilon}{\hbar^2 \kappa^2}} Z_1$$

(162)

$$= e^{\frac{w_1 + 2M\epsilon}{\hbar^2 \kappa^2}} Z_1$$

(163)

$$= e^{\frac{w_1 + 2M\epsilon}{\hbar^2 \kappa^2}} e^{-\beta \Delta A}.$$  

(164)

The result follows by demanding $e^{\frac{w_1 + 2M\epsilon}{\hbar^2 \kappa^2}} \leq (\epsilon/6)^2$ or, equivalently,

$$w_1 \leq -2M\epsilon - 2h\epsilon \ln(6/\epsilon).$$  

(165)

4.3.2 The case $U \neq I$: Transverse-field Ising model

As explained in Sec. 4.1, the case $U \neq I$ is equivalent to that where we replace $H_0 \rightarrow H_0' = U H_0 U^\dagger$ and $V \rightarrow V_U = H_1 - H_0'$, and we start from the thermal state $\rho_0$ of $H_0'$. This allows for a direct generalization of Thm. 1.5 to the case $U \neq I$, which is useful as long as $H_0'$ and $V_U$ remain as $k$-local Hamiltonians of degree $d$. In fact, a generalization of this result applies to the more general case of $U = U_1 U_0$, where $U_0$ and $U_1$ are two unitaries that take $H_0$ and $H_1$ into $k$-local Hamiltonians of degree $d$; that is $H_0' = U_0 H_0 U_0^\dagger$ and $H_1' = U_1 H_1 U_1^\dagger$ are local Hamiltonians. This result also follows from an equivalent interpretation of the two-time measurement scheme of Sec. 2.1, where the projection measurement of $H_0$ on $\rho_0$ followed by a unitary $U_0$ is equivalent to a projective measurement of $H_0'$ on $\rho_0$. If another unitary $U_1$ is applied and then $H_1$ is measured, this step is equivalent to the projective measurement of $H_1'$ followed by the action of $U_1$.

The projective measurements of $H_0'$ and $H_1'$ produce a work value that is sampled according to the same distribution $P(w)$ of the original process. Hence, Thm. 1.4 applies to the case $U = U_1 U_0$ if we replace $V \rightarrow V_U := H_1' - H_0'$. Often, a unitary $U$ will break the locality of the Hamiltonians and the bound in Eq. (165) does not apply to that case.
One example of a local spin system is the well-known transverse-field Ising model in one dimension, which has the Hamiltonian

\[ H = \sum_{j=1}^{n} Z_j - v \sum_{j=1}^{n-1} X_j X_{j+1}, \]  

(166)

where \( X_j \) and \( Z_j \) are the corresponding Pauli operators of the \( j \)-th qubit. This model can be solved exactly using the Jordan-Wigner mapping [90,91]. In particular, this mapping provides a unitary that diagonalizes \( H \) and takes it to a linear combination of the \( Z_j \)'s only. As a consequence, the thermal state can be prepared efficiently using other methods than the one presented in here. Since our goal in this section is to illustrate the benefits of using a nontrivial unitary \( U \) in our quantum algorithm in general, we do not take advantage of the integrability or exact-solvability of the model in our calculations.

Let \( \beta = 1 \) and consider \( H_0 \) given by \( v = 0 \) and \( H_1 = H_0 + V \) given by \( v = 1/2 \) in Eq. (166), i.e.,

\[ H_0 = \sum_{j=1}^{n} Z_j, \]  

(167)

\[ V = -\frac{1}{2} \sum_{j=1}^{n-1} X_j X_{j+1}. \]  

(168)

Our quantum algorithm requires a unitary \( U_0 \) that prepares \( |\Psi_0\rangle \), the purification of the thermal state of \( H_0 \) given in Eq. (23). A quantum circuit for \( U_0 \) can be simply constructed as follows. Let \( R_y(\theta) = e^{-iY\theta} \) be a single qubit rotation with \( \theta = \arccos(e^{-\beta/2}/\sqrt{2\cosh(\beta)}) \). Acting on two \( n \)-qubit registers, we first apply \( R_y(\theta)^{\otimes n} \) to the first register and next apply a sequence of \( n \) controlled-NOT gates between the corresponding qubits of each register, controlled by the qubits in the first register. The prepared state is

\[ U_0 |0\rangle \rightarrow |\Psi_0\rangle = \frac{1}{\sqrt{2^n}} \sum_{b_1, \ldots, b_n} e^{-\frac{\theta}{2} (n - 2b_1 - \ldots - 2b_n)} |b_1, \ldots, b_n\rangle |b_1, \ldots, b_n\rangle, \]  

(169)

where \( b_j \in \{0,1\} \) and \( |b_1, \ldots, b_n\rangle \) are states in the computational basis. The gate complexity of \( U_0 \) is \( O(n) \) in this case.

To illustrate the advantages of considering certain efficiently-implementable \( U \)'s in our quantum algorithm, we numerically analyze the work distribution arising in this model for various unitaries. In particular, we consider the unitaries \( U_T = T e^{-i \int_0^T dt H(t)} \), which are time-evolution with Hamiltonians \( H(t) = H_0 + \frac{V}{T} \) from time 0 to \( T \), with the convention \( U_0 = 1 \). In the limit \( T \rightarrow \infty \) this corresponds to adiabatic evolution and, in the absence of level crossings (which is the case for this model) we have \( \lim_{T \rightarrow \infty} U_T = U_{\text{opt}}(\epsilon = 0) = U_{\text{opt}} \) (formally defined in Cor. B.2 in Appendix B). For each \( U_T \), we numerically compute the largest value of the cutoff \( w_1 \) that satisfies Eq. (4) of Thm. 1.2. To this end, we compute all possible \( 2^n \times 2^n \) transition probabilities \( P(\epsilon_{n+1}, m|\epsilon_0, m) \) and determine \( P(w) \) as in Eq. (12). While it might be possible to do this more efficiently in this model, obtaining the largest value of \( w_1 \) that satisfies Eq. (4) for general models might require simulating the entire scheme.

In the left panel of Fig. 6 we plot this value for \( n = 6 \) against \( \epsilon \) and for different values of \( T \), and in the right panel against \( T \) and for different values of \( \epsilon \). It can be observed that whereas reducing error tolerance decreases the (largest) work cutoff for all interpolation times, the cutoff for the optimal unitary does not have a strong dependence on \( \epsilon \). We also observe that increasing the interpolation time in general increases the work cutoff.

In Fig. 7 we plot work distributions for different choices of the unitaries along with the associated work cutoffs. We observe that the optimal unitary results in a most peaked distribution with largest mean, and distributions tend to get narrower for longer time evolutions and their means increase.

\[ ^3 \text{We do not consider the true optimal unitary } U_{\text{opt}}(\epsilon \neq 0) \text{ as this can be very hard to implement in practice, even approximately.} \]
These observations are consistent with those in Fig. 6. Note that the work cutoffs are at the far tails of the distributions, which is easier to appreciate in the inset. This is due to the importance of rare events [47].

Finally, in Fig. 8 we plot the work cutoff against system size for \( \epsilon = 0.005 \) and for interpolation times \( T = 0, T = 2 \), and interpolation times linear in system size, \( T = n \) and \( T = 5n \). We observe that even a time evolution of modest duration can significantly increase the work cutoff.

5 Discussions and open problems

Using fluctuation theorems, we provided a quantum algorithm to prepare a purification of the thermal state of a quantum system \( H_1 \) at inverse temperature \( \beta \geq 0 \), starting from a purification of the thermal state of a quantum system \( H_0 \). The dominant factor in the complexity of our quantum algorithm is \( e^{\frac{2}{\beta}(\Delta A - w_l)} \), where \( \Delta A \) is the free-energy difference and \( w_l \) is a work cutoff. This result is a significant improvement of prior quantum algorithms [17, 21]. The work cutoff also

---

**Figure 6:** Largest work cutoff \( w_l \) that satisfies Eq. (4) for each \( U \), given an initial Hamiltonian \( H_0 = \sum_{j=1}^{n} Z_j \) and the perturbation \( V = -(1/2) \sum_{j=1}^{n} X_j X_{j+1} \), for an \( n = 6 \) qubit system at \( \beta = 1 \). On the left, we plot \( w_l \) as a function of the error \( \epsilon \), for when \( U \) is i) adiabatic evolution, and ii) the evolution under the time dependent Hamiltonian \( H(t) = H_0 + (t/T)V \) for different choices in \( T \). On the right, we consider the same scenario but plot \( w_l \) as a function of \( T \) for different choices in \( \epsilon \). Note that the work cutoffs are at the far tails of the distributions, which is easier to appreciate in the inset. This is due to the importance of rare events [47].

**Figure 7:** The binned work distributions for the scenario described in Fig. 6 (i.e., \( H_0 = \sum_{j=1}^{n} Z_j \) and \( V = -(1/2) \sum_{j=1}^{n} X_j X_{j+1} \) for an \( n = 6 \) qubit system at \( \beta = 1 \) and \( \epsilon = 0.005 \)) for the adiabatic evolution and dynamical evolution for different choices in \( T \). The main plot and the inset show the same data using a logarithmic and a linear scale for the vertical axis, respectively. The vertical dotted lines indicate the corresponding \( w_l \) value for each case.
depends on a non-equilibrium unitary $U$ that can be arbitrary. We showed that certain $U$’s allow for an improvement in $w_l$ and the runtime of our algorithm. We also obtained suitable choices of $w_l$ for large classes of Hamiltonians, including general Hamiltonians, commuting Hamiltonians, and the local spin Hamiltonians. In all these cases we found a lower bound of $w_l$ that, for $U = 1$, depends on the strength of the perturbation $V$. These results are especially useful in the regime where $\beta \|V\| \ll 1$.

In the construction of our algorithm we produced an approximation of the operator $e^{-\beta W/2}$ as a linear combination of unitaries, each corresponding to an evolution with $W$ for some time [Eq. (25)]. This approximation results from a Fourier analysis, which has been proven useful in related contexts (cf. [84]). Our approximation allowed us to take advantage of the cutoff $w_l$, which is important to reduce complexity.

Other useful approximations of $e^{-\beta W/2}$ for quantum algorithms might be obtained using, for example, Chebyshev polynomials [46,77,84]. In contrast with approximations based on time evolutions, these polynomials can be constructed and implemented exactly using quantum walks [46,84]. However, these Chebyshev approximations might not help when we seek the approximation to be accurate on a subspace only. For example, following the method in Ref. [84] to approximate the action of $e^{-\beta W/2}$ produces a Chebyshev approximation $\sum_j \alpha_j T_j(W/|W|)$, where $\alpha_j \in \mathbb{C}$, $T_j$ is the $j$-th Chebyshev polynomial of the first kind, and $|W|$ is an upper bound of $\|W\|$ that is obtained from the presentation of $W$. The $L_1$ norm of this approximation, given by $\sum_j |\alpha_j|$, is exponential in $\beta \|W\| = \beta (\|H_1\| + \|H_0\|)$ in the worst case, even when we require the approximation to be accurate in the subspace where $w \geq w_l$ only. This is in sharp contrast with Eq. (103), which is exponential in $-\beta w_l$. Finding a suitable Chebyshev approximation that is accurate in the subspace and whose $L_1$ norm exponential in $-\beta w_l$ remains as an open problem. (A related problem was encountered in Ref. [92] for simulating quantum dynamics on a subspace.)

Last, we emphasize that our quantum algorithm considers the thermal-state preparation problem only. Preparing thermal states suffices to compute thermal properties accurately. However, it is possible to build other quantum algorithms that compute thermal properties directly without preparing the thermal state. Such techniques can also be constructed from fluctuation theorems and are left for future work.
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A method to implement such unitaries that uses the technique of spectral gap amplification is described in Ref. [93]. It requires $H_0$ and $H_1$ to be presented in a particular form such as linear combination of unitaries or linear combinations of projectors.

A Gate complexity of $U$

Our quantum algorithm uses the unitary $U$, which corresponds to the time-evolution operator for time $-\delta \beta /2$ of the Hamiltonian $H_1 \otimes I \oplus I \otimes H_2$, or $V \otimes I = (H_1 - H_0) \otimes I$ if the Hamiltonians commute. The parameter $\delta$ is discussed in Sec. 3.3.2. The gate complexity of $U$ can be obtained from known results in Hamiltonian simulation and depends on the presentation of the Hamiltonians and the desired approximation error $[26, 27, 29-33, 46, 80]$. A common setting is one where the Hamiltonians are presented as linear combination of unitaries. The results in quantum signal processing and qubitization in Refs. $[33, 46]$ apply to this setting and imply:

**Theorem A.1** (Gate complexity of $U$ using quantum signal processing and qubitization). Let $H_0 = \sum_{l=1}^L \alpha_0, lU_{0,l}$ and $H_1 = \sum_{l=1}^L \alpha_1, lU_{1,l}$ be two Hamiltonians acting on $H_{\text{anc}}$, where the unitaries $U_{0,l}$ and $U_{1,l}$ are $m$-qubit unitaries, and $\alpha_{0,l} > 0$, $\alpha_{1,l} > 0$ for all $1 \leq l \leq L$. Then, if the quantum algorithm makes $Q'$ uses the time-evolution unitary $U := e^{i\delta \beta W/2}$, where $W := H_1 \otimes I - I \otimes H_0$, $\beta \geq 0$, and $\delta \leq \pi/16$, we can simulate $U$ with approximation error $\epsilon/Q'$ using $\tilde{O}(L2^m(\alpha_0 + \alpha_1)\delta \beta + \log(Q'/\epsilon))$ two-qubit gates, where $\alpha_0 = \sum_l \alpha_{0,l}$ and $\alpha_1 = \sum_l \alpha_{1,l}$. In addition, if $V = H_1 - H_0 = \sum_l \alpha_{1,l}V_l$, where the $V_l$ are also $m$-qubit unitaries, $\alpha_{V,l} > 0$, and $[H_0,H_1] = 0$, we can simulate $U$ with approximation error $\epsilon/Q'$ using $\tilde{O}(L2^m(\alpha_{V,l} \delta \beta + \log(Q)/\epsilon))$ two-qubit gates, where $\alpha_{V,l} = \sum_l \alpha_{V,l}$. The $\tilde{O}$ notation hides a factor that is logarithmic in $L$. The method implements a unitary that acts on the space $H_{\text{anc}} \otimes H_\alpha \otimes H_s$, where $H_{\text{anc}}$ is an ancillary space of $m' = O(\log(L))$ qubits.

**Proof.** Consider a block-encoding for a Hamiltonian $H'$ acting on $H_{\text{anc}} \otimes H_\alpha = C^{2N}$, $N = 2^n$, where $H' = (G)U_{H'}(G)$. The operation $U_{H'}$ is unitary and acts on $2n + m$ qubits, $|G\rangle = U_G |0\rangle$ is some fiducial state of the $m$ ancilla qubits, and $U_G$ is a unitary acting on the ancilla space $C^{2n}$. Theorem 1 of Ref. $[46]$ states that $H'$ can be simulated for time $t$ and error $\epsilon'$ with $O(t' + \log(1/\epsilon'))$ uses of the controlled-$U_{H'}$ and controlled-$U_G$, and their inverses, and additional two-qubit gates. The dominant gate complexity is the one coming from implementing the relevant unitaries. The total number of ancilla qubits is $m' = 2 + m$ where, beyond the $m$ ancilla qubits needed for $|G\rangle$, one additional ancilla qubit is needed for the controlled operations in quantum signal processing and another ancilla qubit is needed to construct a so-called “unitary iterate” from $U_{H'}$. This unitary iterate is basically a controlled operation that implements $U_{H'}$ or $U_G$ depending on the state of an ancilla qubit, followed by a sequence of other unitaries that do not use $U_I$; see Ref. [46] for details. Repeated $(k)$ implementations of the unitary iterate provide a block-encoding of the $k$-th Chebyshev polynomial of $H'$, which is useful to accurately approximate $e^{-it'H'}$ as a linear combination of these polynomials.

Let $H = \sum_{l=1}^{2L} \alpha_l U_l$ be a Hamiltonian presented as a linear combination of $m$-qubit unitaries $U_l$, where $\alpha_l > 0$. Our goal is to simulate $H$ for time $t$. Then, we can rescale the Hamiltonian to simulate $H' = H/\alpha$ for time $t' = \alpha t$, where $\alpha = \sum_{l=1}^{2L} \alpha_l$, i.e., $e^{-it'H'} = e^{-it'H}$. In this setting, the unitary that encodes the Hamiltonian $H'$ is

$$U_{H'} = \sum_{l=1}^{2L} \frac{1}{\alpha} \otimes U_l \enspace ,$$

and the unitary that prepares $|G\rangle$ performs the map

$$|0\rangle \rightarrow U_G |0\rangle = \sum_{l=1}^{2L} \sqrt{\alpha_l/\alpha} |l\rangle \enspace .$$

If we use a binary encoding, the number of ancilla qubits is $m = \lceil \log_2(2L) \rceil$, hence $m' = O(\log(L))$, and the gate complexity of $U_G$ is $O(L)$.

Implementing $U_{H'}$ in Eq. (170) requires implementing each $U_l$ controlled on the state $|l\rangle$ of the $m$ ancilla qubits. If each $U_l$ acts on, at most, $m$ qubits, then $U_{H'}$ requires $O(L2^{m+\log(L)})$ two-qubit gates. The results in Ref. $[46]$ imply that the overall number of two-qubit gates to simulate $H$ for time $t$ and approximation error $\epsilon'$ is

$$\tilde{O}(L2^m(\alpha t + \log(1/\epsilon'))),$$

(172)
where we dropped the logarithmic factor in $L$.

Theorem A.1 follows directly from Eq. (172) if we replace $H, \alpha, t$, and $\epsilon'$ with $H_0 \otimes \mathbb{1} - \mathbb{1} \otimes H_0^*$ (or $H_1 - H_0$), $\alpha_0 + \alpha_1, \delta \beta / 2$, and $\epsilon / Q'$. \hfill \Box

In general, we do not have an upper bound of $\alpha_0$ or $\alpha_1$ in terms of the spectral norms of $H_0$ or $H_1$, but in many cases it is simple to show $\alpha_0 \leq c\|H_0\|$ and $\alpha_1 \leq c\|H_1\|$, where $c > 0$ is a constant. This implies $(\alpha_0 + \alpha_1)\delta \beta = \mathcal{O}(\|H_0\| + \|H_1\|\delta \beta)$ and the gate complexity of $U$ from Thm. A.1 is $\tilde{\mathcal{O}}(2^n\|H_0\| + \|H_1\|\delta \beta + \log(Q'/\epsilon))$.

Moreover, in Thm. 1.2, $Q'$ can be determined from the number of amplitude amplification rounds times the number of uses of $U$ per round. Then, the dominant factor in Eqs. (172) and (173) is expected to be $\log(Q'/\epsilon)$, since $Q' > Q$ is exponential in $\beta$.

Evolving with $H_1 \otimes \mathbb{1} - \mathbb{1} \otimes H_0^*$ can be done in parallel, acting with $H_1$ on one system and with $-H_0^*$ on the other. Also, by setting the approximation error to $\epsilon / Q'$, we guarantee that the additional error coming from the simulation of $U$ is, at most, $\epsilon$. In Thm. 1.2, this would imply that the state prepared by our quantum algorithm satisfies $\|\tau_1 - \rho_t\|_1 \leq \epsilon$ due to the approximation of $U$.

### B Optimal non-equilibrium unitaries

Our quantum algorithm uses a non-equilibrium unitary $U$ that determines the work distribution $P(w)$ and the work cutoff $w_\tau$. To reduce the query complexity, a good choice for $U$ is one that, for a given $\epsilon \geq 0$, allows us to maximize $w_\tau$ in Eq. (4). Similarly, we can treat the left hand side of Eq. (4) as a cost function $C(U) \geq 0$ to minimize. Due to the positivity of the terms in the sum, finding the unitary $U$ that gives the largest work cutoff $w_\tau^*$, i.e., the largest $w_\tau$ for which Eq. (4) is satisfied for a given $\epsilon \geq 0$, is equivalent to finding the unitary $U$ that minimizes $C(U)$ for a given work cutoff $w_\tau^*$. We focus on the latter problem.

Instead of Eq. (4), it will prove more convenient to work with the equivalent condition Eq. (82). Our goal is then to find the non-equilibrium unitary that minimizes the following cost function

$$C(U) = \sum_{w > -w_\tau^*} P_{\text{rev}}(w)$$

for the largest work cutoff $w_\tau^*$. Here, $P_{\text{rev}}(w)$ is the work distribution of the reverse two-time measurement scheme discussed in Sec. 4.1, $P_{\text{rev}}(\varepsilon_{0,m}\varepsilon_{1,n}) = |\langle \phi_{0,m} | U^\dagger | \phi_{1,n} \rangle|^2$ is the transition probability that depends on $U$, and $P_{1}(\varepsilon_{1,n}) = e^{-\beta \varepsilon_{1,n}} / Z_1$ is the Boltzmann weight, which is independent of $U$. In this sense, the optimal unitary, which we call $U_{\text{opt}}$, forbids transitions from $|\phi_{0,m}\rangle$ to $|\phi_{1,n}\rangle$ corresponding to $\varepsilon_{0,m} - \varepsilon_{1,n} > -w_\tau^*$. If this can be achieved for all transitions, i.e., $P_{\text{rev}}(\varepsilon_{0,m}\varepsilon_{1,n}) = 0$ if $\varepsilon_{0,m} - \varepsilon_{1,n} > -w_\tau^*$, then $C(U_{\text{opt}}) = 0$. However, this is not always possible.

The unitary $U_{\text{opt}}$ described below is such that it minimizes the cost function due to these transitions.

It is easiest to state the form of $U_{\text{opt}}^\dagger$ in terms of the action of its inverse $U_{\text{opt}}^\dagger$ on the eigenstates of $H_1$, so we adopt this approach. Recall that our convention is such that $\varepsilon_{0,0} \leq \varepsilon_{0,1} \leq \ldots \leq \varepsilon_{0,N-1}$ and $\varepsilon_{1,0} \leq \varepsilon_{1,1} \leq \ldots \leq \varepsilon_{1,N-1}$. The rough intuition underlying $U_{\text{opt}}^\dagger$ is to pursue a greedy strategy to minimize $C(U)$. Namely, starting with the lowest eigenvalue eigenstate of $H_1$, $|\phi_{1,0}\rangle$, this is mapped to the lowest eigenvalue eigenstate of $H_0$, $|\phi_{0,0}\rangle$, if $\varepsilon_{0,0} - \varepsilon_{1,0} \leq -w_\tau^*$, without contributing to the cost function. If $\varepsilon_{0,0} - \varepsilon_{1,0} > -w_\tau^*$, the $|\phi_{1,0}\rangle$ state will contribute $P_{1}(\varepsilon_{1,0})$ to the cost function “no matter what”, and so $\varepsilon_{1,0}$ is mapped to the largest eigenvalue eigenstate of $H_0$. This is to leave more “room” at the bottom of the spectrum of $H_0$, ensuring that other eigenstates of $H_1$ with $n \geq 1$ have eigenstates of $H_0$ of lower eigenvalue (shifted by $w_\tau^*$) available to them, and so are less likely to contribute to the cost function. This general greedy strategy is then applied iteratively to each of the eigenstates of $H_1$ in increasing order $n = 0, 1, \ldots$ to obtain $U_{\text{opt}}^\dagger$. More concretely, $U_{\text{opt}}^\dagger$ can be described as follows.
Theorem B.1 (Optimal non-equilibrium unitary). Let \( H_0 \) and \( H_1 \) be two Hamiltonians acting on \( H_n \), \( \epsilon \geq 0 \), and \( w^\ast_0 \) be the greatest work cutoff for which Eq. (4) holds upon optimizing over all unitaries \( U \). Then, an optimal unitary \( U_{\text{opt}}^\ast \), which maps eigenstates of \( H_0 \) to eigenstates of \( H_1 \), can be constructed as follows:

Let \( S_0 := \{0, 1, \ldots, N - 1\} \).

For \( n = 0, 1, \ldots, N - 1 \):

- if \( \epsilon_{1,n} \geq \epsilon_{0,\text{min}}(S_n) + w^\ast_1 \):
  - set \( U_{\text{opt}}^\dagger(\phi_{1,n}) = |\phi_{0,\text{min}}(S_n)\rangle \),
  - set \( S_{n+1} = S_n \setminus \text{min}(S_n) \);
- else:
  - set \( U_{\text{opt}}^\dagger(\phi_{1,n}) = |\phi_{0,\text{max}}(S_n)\rangle \),
  - set \( S_{n+1} = S_n \setminus \text{max}(S_n) \);

We provide the proof of this theorem below. One immediate implication is:

Corollary B.2 (Optimal non-equilibrium unitary for \( \epsilon = 0 \)). Let \( H_0 \) and \( H_1 \) be two Hamiltonians acting on \( H_n \). Let \( U_{\text{opt}} \) be the unitary that maximizes the greatest possible work cutoff \( w_1 \) that satisfies Eq. (4) with \( \epsilon = 0 \), i.e. \( U_{\text{opt}} := U_{\text{opt}}^0 \). Equivalently, \( U_{\text{opt}} \) is the unitary that maximizes the minimum value of work \( w_{\text{min}} \) that can occur with nonzero probability. It follows from Thm. B.1 that \( U_{\text{opt}} \) maps eigenstates of \( H_0 \) to eigenstates of \( H_1 \), while preserving the ascending order of the eigenvalues, i.e. \( U_{\text{opt}} |\phi_{0,n}\rangle = |\phi_{1,n}\rangle \) for all \( 0 \leq n \leq N - 1 \).

Optimal unitaries for \( \epsilon > 0 \) and \( \epsilon = 0 \) are demonstrated for a system with \( N = 6 \) in Fig. 9(a) and (b), respectively. These constructions follow Thm. B.1 and Cor. B.2. Note that, for \( U_{\text{opt}} \), the transition probabilities satisfy \( P_{\text{opt}}(\epsilon_{0,m}|\epsilon_{1,n}) = 1 \) if \( |\phi_{0,m}\rangle = U_{\text{opt}}^\dagger(\phi_{1,n}) \) and \( P_{\text{opt}}(\epsilon_{0,m}|\epsilon_{1,n}) = 0 \) otherwise. Then, \( C(U_{\text{opt}}) \) is simply a sum of Boltzmann weights \( P_1(\epsilon_{1,n}) \) for those \( n \) where \( P_{\text{opt}}(\epsilon_{0,m}|\epsilon_{1,n}) = 1 \) and \( \epsilon_{0,m} - \epsilon_{1,n} > -w_1 \). Analyzing the constructive proof below we will see that optimal unitaries are in general not unique. The one presented here is chosen for convenience of presentation.

We now prove that the unitary \( U_{\text{opt}}^\ast \) described in Thm. B.1 minimizes the value of Eq. (175) for a given \( w^\ast_1 \). The proof follows two steps: first, we argue that the optimal unitary is a permutation that maps eigenstates of \( H_0 \) to eigenstates of \( H_1 \), and then we show that the unitary of Thm. B.1 is optimal and minimizes Eq. (175) among all such permutations.

Figure 9: Description of optimal unitaries for an \( N = 6 \) dimensional system, where arrows denote the action of \( U_{\text{opt}}^\dagger \) on the corresponding eigenstates of \( H_1 \) (the spectrum is represented by blue lines). (a) The case of \( \epsilon > 0 \). Starting from the lowest eigenvalue eigenstate of \( H_1 \), \( |\phi_{0,0}\rangle \) is mapped to \( |\phi_{1,0} \rangle \), as \( \epsilon_{1,0} \geq \epsilon_{0,0} + w^\ast_1 \). Then, \( |\phi_{0,1}\rangle \) is mapped to the largest eigenvalue eigenstate of \( H_0 \), \( |\phi_{0,N-1}\rangle \), as \( \epsilon_{1,1} < \epsilon_{0,1} + w^\ast_1 \). This process is iterated, resulting in the transformation shown. The optimal unitary shown here achieves the minimal cost function value \( C(U_{\text{opt}}) = P_1(\epsilon_{1,1}) + P_1(\epsilon_{1,4}) > 0 \). (b) The case of \( \epsilon = 0 \). The cost function in this case is \( C(U_{\text{opt}}) = 0 \). As expected, the largest work cutoff \( w^\ast_1 \) in case (b) is smaller than that of case (a).
For the first step, unitarity implies that, for all $U$,

$$\sum_m P^\text{rev}_m(\epsilon_{0,m} | \epsilon_{1,n}) = \sum_n P^\text{rev}_n(\epsilon_{0,m} | \epsilon_{1,n})$$  \hspace{1cm} (176)

$$= 1. \hspace{1cm} (177)$$

Thus $P^\text{rev}_m(\epsilon_{0,m} | \epsilon_{1,n})$ gives rise to an $N \times N$ doubly stochastic matrix. Birkhoff-von Neumann theorem states that the class of $N \times N$ doubly stochastic matrices is a convex polytope $B_N$, also known as the Birkhoff polytope, and is the convex hull of the set of $N \times N$ permutation matrices. Furthermore the vertices $B_N$ are precisely the permutation matrices. The cost function $C(U)$ is linear in the entries of this matrix and the coefficients are positive. By the fundamental theorem of linear programming, the minimum of $C(U)$ is attained at the vertices of the Birkhoff polytope. Thus, we only need to find the permutation $\pi_{\text{opt}} \in S_N$ in the symmetric group that determines $U^\text{opt}$ and minimizes $C(U)$ \footnote{Not every doubly stochastic matrix can be obtained from an underlying unitary process. However, since the minimum of $C(U)$ is achieved by a basis transformation between $H_0$ and $H_1$, which is unitary, we do not need to worry about this fact.}. For simplicity, we use a convention where $\pi_{\text{opt}}$ corresponds to $U^\text{opt}$, i.e., $U^\text{opt}$ maps the $m$-th eigenstate of $H_1$ to the $\pi_{\text{opt}}(m)$-th eigenstate of $H_0$ or, equivalently, $U^\text{opt}$ maps the $m$-th eigenstate of $H_0$ to the $\pi_{\text{opt}}^{-1}(m)$-th eigenstate of $H_1$.

For the second step, we describe a procedure that iteratively transforms any permutation $\pi \in S_N$ to $\pi_{\text{opt}}$, and show that the cost function does not increase in the procedure. (With some abuse of notation, we write $C(\pi^{-1})$ for the cost function in Eq. (175) when $U$ corresponds to a permutation between eigenstates given by some $\pi^{-1}$, that is, $U | \phi_{\pi(n)} \rangle = | \phi_{\pi^{-1}(m)} \rangle$ for all $m$, or $U | \phi_{\pi(n)} \rangle = | \phi_{\pi(m)} \rangle$ for all $n$.) As this procedure works for any permutation $\pi$, it follows that $C(\pi_{\text{opt}}) \leq C(\pi^{-1})$ for all $\pi \in S_N$, and therefore the unitary $U^\text{opt}$ determined by $\pi_{\text{opt}}$ is optimal.

Let then $\pi_{\text{opt}} \in S_N$ be the permutation that corresponds to the unitary $U^\text{opt}$ given by Thm. B.1. The core idea of the procedure is to transform $\pi$ into $\pi_{\text{opt}}$ one transition at a time by performing a “swap”. The procedure is as follows:

For $n = 0, 1, \ldots, N - 2$:
- if $\pi(n) \neq \pi_{\text{opt}}(n)$
  - set $m = \pi_{\text{opt}}(n)$,
  - set $m' = \pi(n)$,
  - set $n' = \pi^{-1}(m)$,
  - set $\pi(n) = m$,
  - set $\pi(n') = m'$;

Note that the swap at the $n$-th step does not change $\pi(0) = \pi_{\text{opt}}(0), \pi(1) = \pi_{\text{opt}}(1), \ldots, \pi(n - 1) = \pi_{\text{opt}}(n - 1)$. Then, at the end, the updated $\pi$ coincides with $\pi_{\text{opt}}$. Below, we will argue that the cost function does not increase after each step.

Let $\tilde{\epsilon}_{0,m} = \epsilon_{0,m} + w^2 \epsilon_{1,n}$ for all $m$. Prior to each swap in the procedure, the contributions to $C(\pi^{-1})$ come only from terms where $(m' = \pi(n))$

$$\epsilon_{1,n} < \tilde{\epsilon}_{0,m'}, \hspace{1cm} (178)$$

with the magnitude of each such contribution given by $P_1(\epsilon_{1,n})$. The change in the cost function after each swap in the procedure only depends on the eigenvalues $\tilde{\epsilon}_{0,m}$ and $\tilde{\epsilon}_{0,m'}$ of $H_0$ and $\epsilon_{1,n}$ and $\epsilon_{1,n'}$ of $H_1$. By construction, $n' > n$ and then $\epsilon_{1,n'} \geq \epsilon_{1,n}$. With regard to $\tilde{\epsilon}_{0,m}$, there are two cases to consider, as shown in Fig. 10. In case 1, $\tilde{\epsilon}_{0,m} \leq \epsilon_{1,n}$ and therefore $\pi_{\text{opt}}(n) = \min(S_n)$ according to Thm. B.1. As a result, $m' > m$, $\tilde{\epsilon}_{0,m'} \geq \tilde{\epsilon}_{0,m}$ and $\tilde{\epsilon}_{0,m'}$ can take values in three intervals, as shown in the left panel of Fig. 10. In case 2, $\tilde{\epsilon}_{0,m} > \epsilon_{1,n}$ and therefore $\pi_{\text{opt}}(n) = \max(S_n)$ according to Thm. B.1. As a result, $m' < m$, $\tilde{\epsilon}_{0,m'} \leq \tilde{\epsilon}_{0,m}$, and $\epsilon_{1,n'}$ can take values in three intervals, as shown in the right panel of Fig. 10. For these total of six cases, the contributions to the cost function before and after each update are shown in the figure. The change in the cost function for each case is non-positive.
For $0 \leq s \leq 1$ we let $H_s := H_0 + s V$, $|\psi_{s,p}\rangle$ be the eigenstates of eigenvalue $\varepsilon_{s,p}$, $Z_s := \text{tr}(e^{-\beta H_s}) = \sum_p e^{-\beta \varepsilon_{s,p}}$ be the partition function, and $\rho_s := e^{-\beta H_s} / Z_s$ be the thermal state of $H_s$. Then,
\begin{align}
\partial_s Z_s &= -\beta \sum_p (\partial_s \varepsilon_{s,p}) e^{-\beta \varepsilon_{s,p}} \\
&= -\beta \sum_p (\partial_s \langle \psi_{s,p} | H_s | \psi_{s,p}\rangle) e^{-\beta \varepsilon_{s,p}} \\
&= -\beta \sum_p \langle \psi_{s,p} | \partial_s H_s | \psi_{s,p}\rangle e^{-\beta \varepsilon_{s,p}} \\
&= -\beta \sum_p \langle \psi_{s,p} | V | \psi_{s,p}\rangle e^{-\beta \varepsilon_{s,p}} \\
&= -\beta Z_s \text{tr}(V \rho_s) .
\end{align}

This implies
\begin{align}
\ln \left( \frac{Z_s}{Z_0} \right) &= \int_0^1 ds \partial_s \ln Z_s \\
&= \int_0^1 ds \frac{\partial_s Z_s}{Z_s} \\
&= -\beta \int_0^1 ds \text{tr}(V \rho_s)
\end{align}

and then
\begin{align}
|\Delta| &= \frac{1}{\beta} \ln \left( \frac{Z_1}{Z_0} \right) \\
&\leq \int_0^1 ds |\text{tr}(V \rho_s)| \\
&\leq \|V\| .
\end{align}

This implies Eq. (11). \hfill \Box
D Proof of Lemma 3.4

The proof follows three approximation steps. First, we approximate the exponential operator by a convolution using \( h(x) = (f * g)(x) \), and the cutoff \( w_1 \). Second, we approximate the convolution by an infinite sum obtaining a Fourier series. Third, we approximate the infinite sum by a finite one. These steps will set \( \Delta \) as a function of \( \epsilon \), and also \( \delta, J + 1 \), and \( \omega_{J+1} \) as a function of other problem parameters. Once these are determined, it is simple to prove Eq. (103). Each step is realized by operators \( X_1 \), \( X_2 \), and \( X \), respectively, allowing us to use triangle inequality:

\[
\| (e^{-\beta W/2} - X) |\Psi_0\rangle \| \leq \| (e^{-\beta W/2} - X_1) |\Psi_0\rangle \| + \| (X_1 - X_2) |\Psi_0\rangle \| + \| (X_2 - X) |\Psi_0\rangle \|. \tag{190}
\]

The operators \( X_1 \), \( X_2 \), and \( X \) commute with \( W \) and have the same eigenstates \( |\psi_{m,n}\rangle \). They also depend on \( \beta \) and \( \epsilon \), but we do not make these dependencies explicit for simplicity.

D.1 Step I: The approximation \( X_1 \)

We start with the approximation \( e^{-x} \approx h(x) = (f * g)(x) \), where \( f(x) \) and \( g(x) \) are given in Eqs. (85) and (86), respectively, and replace \( x \rightarrow \hat{x} := \beta(W - w_1)/2 \). (The eigenvalues of \( \hat{x} \) are non-negative when acting on eigenstates \( |\psi_{m,n}\rangle \) of eigenvalue \( w_{m,n} \geq w_1 \)). Then, the operator in the first approximation step is [see Eq. (87)]

\[
X_1 := e^{-\beta w_1/2} \frac{e^{-1/4}}{\sqrt{\pi}} \int_{-\Delta-1/2}^{\infty} dy \ e^{-(\hat{x}-y)^2} e^{-y}, \tag{191}
\]

where \( \Delta \geq 0 \). Following Eq. (90), the eigenvalues of \( X_1 \) are

\[
e^{-\beta w_1/2} h(x_{m,n}) = e^{-\beta w_1/2} \frac{e^{-1/4}}{\sqrt{\pi}} \int_{-\Delta-1/2}^{\infty} dy \ e^{-(x_{m,n}-y)^2} e^{-y}
= e^{-\beta w_{m,n}/2} \frac{1 + \text{Erf}(\Delta + x_{m,n})}{2}, \tag{193}
\]

where \( x_{m,n} := \beta(w_{m,n} - w_1)/2 \). This implies

\[
(e^{-\beta W} - X_1) |\psi_{m,n}\rangle = e^{-\beta w_{m,n}/2} \left( 1 - \frac{1 + \text{Erf}(\Delta + x_{m,n})}{2} \right) |\psi_{m,n}\rangle \tag{194}
\]

\[
= e^{-\beta w_{m,n}/2} \frac{\text{Erfc}(\Delta + x_{m,n})}{2} |\psi_{m,n}\rangle \tag{195}
\]

where \( \text{Erfc}(z) := \frac{2}{\sqrt{\pi}} \int_{z}^{\infty} dy e^{-y^2} = 1 - \text{Erf}(z) \). Note that \( \text{Erfc}(z) \leq e^{-z^2} \) for \( z \geq 0 \) and hence

\[
\| (e^{-\beta W} - X_1) |\psi_{m,n}\rangle \| \leq \begin{cases} e^{-\beta w_{m,n}/2} e^{-\Delta^2/2} & \text{if } w_{m,n} \geq w_1, \\ e^{-\beta w_{m,n}/2} & \text{if } w_{m,n} < w_1. \end{cases} \tag{196}
\]

D.2 Step II: The approximation \( X_2 \)

For the second approximation step we rewrite \( X_1 \) using the Fourier transform as

\[
X_1 = e^{-\beta w_1/2} \frac{1}{\sqrt{2\pi}} \int_{-\infty}^{\infty} d\omega \ H(\omega) e^{i\omega \hat{x}}, \tag{197}
\]

where \( H(\omega) = \sqrt{2\pi} F(\omega) G(\omega) \) is the Fourier transform of \( h(x) \), and \( F(\omega) \) and \( G(\omega) \) are given in Eqs. (92) and (94), respectively. In the second approximation, we replace the integral by the sum, i.e.,

\[
X_2 := e^{-\beta w_1/2} \frac{\delta}{\sqrt{2\pi}} \sum_{j=1}^{\infty} H(\omega_j) e^{i\omega_j \hat{x}}, \tag{198}
\]
where $\omega_j = j\delta$, and $\delta > 0$. The eigenvalues of $X_2$ are

$$
e^{-\beta w_l/2} \sum_{j=-\infty}^{\infty} H(\omega_j) e^{i\omega_j x_{m,n}}.
$$

This Fourier series is a periodic function in $x_{m,n}$, where the period is $2\pi/\delta$. Hence, it is possible that the error when approximating the exponential operator is undesirably large for some large values of $x_{m,n}$. However, we are interested in a useful approximation to the exponential operator only in the domain where the eigenvalues of $W$ are $w_{m,n} \in [w_{\text{min}}, w_{\text{max}}]$, which can be obtained by making the period $2\pi/\delta$ sufficiently large, as we discuss below.

For an $L^1$ function $r(x)$ with Fourier transform $R(\omega)$, the Poisson summation formula implies

$$
\frac{\delta}{\sqrt{2\pi}} \sum_{j=-\infty}^{\infty} R(\omega_j) e^{i\omega_j} = \sum_{k=-\infty}^{\infty} r(a + k2\pi/\delta).
$$

Then, using Eq. (90) and the Poisson summation formula above, we rewrite Eq. (199) as

$$
e^{-\beta w_l/2} \sum_{k=-\infty}^{\infty} h(x_{m,n} + k2\pi/\delta) = e^{-\beta w_{m,n}/2} \sum_{k=-\infty}^{\infty} e^{-k2\pi/\delta} \frac{1 + \text{Erf}(\Delta + x_{m,n} + k2\pi/\delta)}{2}.
$$

In the left hand side of Eq. (201), the term where $k = 0$ is $e^{-\beta w_l/2} h(x_{m,n})$ and coincides with Eq. (192). This implies

$$
(X_1 - X_2)|\psi_{m,n} = e^{-\beta w_{m,n}/2} \sum_{k \neq 0} e^{-k2\pi/\delta} \frac{1 + \text{Erf}(\Delta + x_{m,n} + k2\pi/\delta)}{2} |\psi_{m,n}.
$$

If $2\pi/\delta \geq 1$ and for $k \geq 1$, we obtain, in general,

$$
\sum_{k \geq 1} e^{-k2\pi/\delta} \frac{1 + \text{Erf}(\Delta + x_{m,n} + k2\pi/\delta)}{2} \leq \sum_{k \geq 1} e^{-k2\pi/\delta} \leq e^{-2\pi/\delta} \left( 1 - e^{-2\pi/\delta} \right) \leq 2e^{-2\pi/\delta}.
$$

For $k \leq -1$ and $w_{m,n} \geq w_l (x_{m,n} \geq 0)$ we could obtain a large relative error – as compared to that in Eq. (64) – if there exists a negative $k$ such that $\Delta + x_{m,n} + k2\pi/\delta \geq 0$ (or $\text{Erf} \approx 1$) and $e^{-k2\pi/\delta}$ is large. This is consistent with the fact that our approximation is a periodic function of $x_{m,n}$. To fix this we demand that $2\pi/\delta \geq 2(\Delta + x_{m,n}) = 2\Delta + \beta(w_{m,n} - w_l)$ for all $m, n$, and thus suffices if $2\pi/\delta \geq 2\Delta + \beta(w_{\text{max}} - w_l)$. Similarly, for $k \leq -1$ and $w_{m,n} \geq w_l (x_{m,n} \geq 0),

$$
\Delta + x_{m,n} + k2\pi/\delta = \Delta + x_{m,n} + k\pi/\delta + k\pi/\delta
$$

$$
\leq \Delta + x_{m,n} + k(\Delta + x_{m,n}) + k\pi/\delta (206)
$$

$$
= (1 + k)(\Delta + x_{m,n}) + k\pi/\delta (207)
$$

$$
\leq k\pi/\delta.
$$

(208)
Then, for all \( w_{m,n} \geq w_l \),

\[
\sum_{k \leq -1} e^{-k2\pi/\delta} \frac{1 + \text{Erf}(\Delta + x_{m,n} + k2\pi/\delta)}{2} \leq \sum_{k \leq -1} e^{-k2\pi/\delta} \frac{1 + \text{Erf}(k\pi/\delta)}{2} 
\]

\[
\leq \sum_{k \geq 1} e^{k2\pi/\delta} e^{-\frac{(k\pi/\delta)^2}{2}} 
\]

\[
= \frac{e}{2} \sum_{k \geq 1} e^{-\frac{(k\pi/\delta-1)^2}{2}} 
\]

\[
\leq \frac{e}{2} \sum_{k \geq 1} e^{-\frac{(k\pi/(2\delta))^2}{2}} 
\]

\[
= \frac{e}{2} \sum_{k \geq 1} e^{-\frac{(\pi/2\delta)^2}{2}} 
\]

\[
\leq ee^{-\frac{\pi^2/4}{2}}, 
\]

where we also assumed \( \pi/(2\delta) \geq 1 \) and used \( 1 + \text{Erf}(z) = \text{Erfc}(|z|) \leq e^{-z^2} \) for \( z \leq 0 \).

For \( w_{m,n} < w_l \) \( (x_{m,n} < 0) \), we have

\[
\sum_{k \leq -1} e^{-k2\pi/\delta} \frac{1 + \text{Erf}(\Delta + x_{m,n} + k2\pi/\delta)}{2} \leq \sum_{k \geq 1} e^{k2\pi/\delta} \frac{1 + \text{Erf}(\Delta - k2\pi/\delta)}{2} 
\]

\[
\leq \sum_{k \geq 1} e^{k2\pi/\delta} e^{-\frac{(k\pi/\delta-\Delta)^2}{2}} 
\]

\[
= \frac{e^{1/4+\Delta}}{2} \sum_{k \geq 1} e^{-\frac{(k2\pi/\delta-\Delta-1/2)^2}{2}} 
\]

\[
\leq \frac{e^{1/4+\Delta}}{2} \sum_{k \geq 1} e^{-\frac{(k\Delta-1/2)^2}{2}} 
\]

\[
= \frac{e^{1/4+\Delta}}{2} \sum_{k \geq 1} e^{-\frac{(k\Delta-1/2)^2}{2}} 
\]

\[
\leq \frac{1}{2} \sum_{k \geq 1} e^{-k^2\Delta^2+(k+1)\Delta} 
\]

\[
\leq \frac{1}{2} \sum_{k \geq 1} e^{-k^2\Delta^2/2} 
\]

\[
\leq \frac{1}{2} \sum_{k \geq 1} e^{-k\Delta^2/2} 
\]

\[
\leq \frac{1}{2} \sum_{k \geq 1} e^{-\Delta^2/2} 
\]

\[
\leq 1 \frac{1}{2} e^{-\Delta^2/2} 
\]

\[
\leq e^{-\Delta^2/2}, 
\]

where we used \( 2\pi/\delta \geq \Delta \) and \( \Delta \geq 4 \), so that \( k^2\Delta^2 - (k + 1)\Delta \geq k^2\Delta^2/2 \) for \( k \geq 1 \), and \( 1 - e^{-\Delta^2/2} \geq 1/2 \). Hence

\[
\|(X_1 - X_2) \psi_{m,n}\| \leq \begin{cases} 
  e^{-\beta w_{m,n}/2} (2e^{-2\pi/\delta} + ee^{-\frac{(\pi/(2\delta))^2}{2}}) & \text{if } w_{m,n} \geq w_l , \\
  e^{-\beta w_{m,n}/2} (2e^{-2\pi/\delta} + e^{-\Delta^2/2}) & \text{if } w_{m,n} < w_l . 
\end{cases} 
\]
D.3 Step III: The approximation \( X \)

Last, we place the corresponding upper bound in \( J \), and the resulting approximation is \( X \) in Eq. (95). From Eq. (199), we have

\[
(X_2 - X) |\psi_{m,n}\rangle = e^{-\beta w_l/2} \frac{\delta}{\sqrt{2\pi}} \sum_{|j| > J} H(\omega_j) e^{i\omega_j x m,n} |\psi_{m,n}\rangle .
\]  

(228)

Then,

\[
e^{-\beta w_l/2} \frac{\delta}{\sqrt{2\pi}} \left| \sum_{|j| > J} H(\omega_j) e^{i\omega_j x m,n} \right| \leq e^{-\beta w_l/2} \frac{\delta}{\sqrt{2\pi}} \sum_{|j| > J} |H(\omega_j)|
\]

\[
= e^{-\beta w_l/2} \delta \sum_{|j| > J} |F(\omega_j) G(\omega_j)|
\]

\[
\leq e^{-\beta w_l/2} \delta \frac{\delta^{1/4 + \Delta}}{2\pi} \sum_{|j| > J} e^{-\omega_j^2/4}
\]

\[
\leq 2e^{-\beta w_l/2} \delta \frac{\delta^{1/4 + \Delta}}{2\pi} \sum_{j > J} e^{-j(j+1)\delta^2/4}
\]

\[
e^{-\beta w_l/2} \frac{\delta}{\pi} e^{1/4 + \Delta} \frac{e^{-\omega_j^2/4}}{1 - e^{-\omega_j \delta^2/4}}
\]

\[
e^{-\beta w_l/2} 4(\omega_J + \delta/4) e^{1/4 + \Delta} \frac{e^{-\omega_j^2/4}}{1 - e^{-\omega_j + \delta^2/4}}
\]

\[
\leq 2e^{-\beta w_l/2} e^\Delta \left( \frac{\omega_J + \delta}{4} + 1 \right) e^{-\omega_j^2/4}
\]

\[
= 2e^{-\beta w_l/2} e^\Delta \left( \frac{\delta}{4} + \frac{1}{\omega_J + 1} \right) e^{-\omega_j^2/4}
\]

\[
\leq \frac{5}{2} e^{-\beta w_l/2} e^\Delta \frac{e^{-\omega_j^2}}{e^{\Delta + x m,n} e^{-\omega_j^2}}
\]

(233)

where we used Eqs. (92) and (94) for bounding \(|H(\omega_j)|\), \(4e^{1/4}/\pi \leq 2, y/(1 - y) \leq y + 1 \) for \( y \geq 0 \) \((y = \omega_J + \delta/4)\), and assumed \( \delta \leq 1 \) and \( \omega_J + 1 \geq 1 \). Hence, we obtain

\[
\| (X_2 - X) |\psi_{m,n}\rangle \| \leq \frac{5}{2} e^{-\beta w_m,n/2} e^{\Delta + x m,n} e^{-\omega_j^2}. 
\]  

(239)

D.4 Choice of parameters and final bounds

We start from the triangle inequality using the three approximations:

\[
\| (e^{-\beta W/2} - X) |\psi_{m,n}\rangle \| \leq \| (e^{-\beta W/2} - X_1) |\psi_{m,n}\rangle \| + \| (X_1 - X_2) |\psi_{m,n}\rangle \| + \| (X_2 - X) |\psi_{m,n}\rangle \| .
\]  

(240)

Let

\[
X_{m,n} := e^{-\beta w_l/2} \frac{\delta}{\sqrt{2\pi}} \sum_{j \neq -j} H(\omega_j) e^{i\omega_j x m,n}
\]

(241)

be the eigenvalue of \( X \) when acting on \(|\psi_{m,n}\rangle\). In addition, let \( \Delta, \delta, \) and \( J \) be such that

\[
\Delta \geq 4, 
\]

(242)

\[
2\pi/\delta \geq 2 \Delta + \beta (w_{\max} - w_l),
\]

(243)

\[
\omega_J + 1 \geq 1,
\]

(244)
which are consistent with all previous assumptions. Then, according to Eq. (196), Eq. (227), Eq. (239), and Eq. (240), we obtain
\[
|e^{-\beta w_{m,n}}/2 - X_{m,n}| \\
\leq e^{-\beta w_{m,n}/2} \left( \frac{e^{-\Delta^2}}{2} + 2e^{-2\pi/\delta} + ee^{-(\pi/(2\delta))^2} + \frac{5}{2} e^{\Delta + x_{m,n}} e^{-\omega_{j+1}^2/4} \right),
\] (245)
for all \(w_{m,n} \geq w_l\). According to Eq. (196), Eq. (227), Eq. (239), and Eq. (240), we obtain
\[
|e^{-\beta w_{m,n}}/2 - X_{m,n}| \leq e^{-\beta w_{m,n}/2} \left( 1 + 2e^{-2\pi/\delta} + e^{-\Delta^2/2} + \frac{5}{2} e^{\Delta + x_{m,n}} e^{-\omega_{j+1}^2/4} \right),
\] (246)
for all \(w_{m,n} < w_l\).

We will choose our parameters so that, when \(w_{m,n} \geq w_l\), each term in Eq. (245) provides an \((\epsilon/12)\)-relative error and the sum is an overall \((\epsilon/3)\)-relative error, as required by Eq. (64) in Lemma 3.2. To this end, let
\[
\Delta = \max\{4, \sqrt{\ln(6/\epsilon)}\},
\] (247)
\[
2\pi/\delta \geq \max\{2\Delta + \beta(w_{\text{max}} - w_l), 2\Delta^2\},
\] (248)
\[
\omega_{j+1}/4 \geq \Delta + \beta(w_{\text{max}} - w_l)/2 + \ln(30/\epsilon);
\] (249)
these are also consistent with all the previous assumptions. Then
\[
e e^{-(\pi/(2\delta))^2} < 2e^{-2\pi/\delta} < \frac{e^{-\Delta^2}}{2} \leq \epsilon/12,
\] (250)
and using \(w_{m,n} \leq w_{\text{max}}\) (i.e., \(x_{m,n} \leq \beta(w_{\text{max}} - w_l)/2\)),
\[
\frac{5}{2} e^{\Delta + x_{m,n}} e^{-\omega_{j+1}^2/4} \leq \frac{5}{2} e^{-\ln(30/\epsilon)} = \epsilon/12.
\] (251)
Hence, the above conditions imply, for \(w_{m,n} \geq w_l\),
\[
\|(e^{-\beta W/2} - X) |\psi_{m,n}\rangle\| \leq \frac{\epsilon}{3} e^{-\beta w_{m,n}/2},
\] (252)
which is Eq. (64). For \(w_{m,n} < w_l\), we follow Eq. (246) and obtain
\[
|e^{-\beta w_{m,n}}/2 - X_{m,n}| \leq e^{-\beta w_{m,n}/2}(1 + \epsilon/12 + e^{-8} + \epsilon/12) \leq 2e^{-\beta w_{m,n}/2}.
\] (253)
Equivalently, for \(w_{m,n} < w_l\),
\[
\|(e^{-\beta W/2} - X) |\psi_{m,n}\rangle\| \leq 2e^{-\beta w_{m,n}/2},
\] (255)
which is Eq. (63). Therefore, any \(\Delta, \delta, \text{ and } \omega_{j+1}\) satisfying the conditions given in Eqs. (247), (248), and (249), suffice to achieve the desired overall error.

Hence, we can choose \((\Delta^2 \geq 4\Delta)\)
\[
\delta = \frac{2\pi}{\beta(w_{\text{max}} - w_l) + 2\Delta^2}
\] (256)
to satisfy Eq. (248) and any
\[
\omega_{j+1} \geq \frac{5}{3} \sqrt{\beta(w_{\text{max}} - w_l) + 2\Delta^2}
\] (257)
\[
\geq \sqrt{2\beta(w_{\text{max}} - w_l) + (11/2)\Delta^2}
\] (258)
\[
\geq \sqrt{2\beta(w_{\text{max}} - w_l) + \Delta^2 + 4\Delta^2 + 8}
\] (259)
\[
\geq \sqrt{2\beta(w_{\text{max}} - w_l) + \Delta^2 + 4\ln(6/\epsilon) + 4\ln(5)}
\] (260)
\[
\geq \sqrt{2\beta(w_{\text{max}} - w_l) + 4\Delta + 4\ln(30/\epsilon)}
\] (261)
to satisfy Eq. (249). It follows that for any $J$ satisfying

$$J + 1 \geq \left\lceil \frac{1}{3}(\beta (w_{\text{max}} - w_l) + 2\Delta^2)^{3/2} \right\rceil \tag{262}$$

and

$$J \geq \left\lceil \frac{5}{2\pi}(\beta (w_{\text{max}} - w_l) + 2\Delta^2)^{3/2} \right\rceil, \tag{263}$$

Eqs. (257) and (249) are satisfied. Since $\Delta$ is sublogarithmic in $1/\epsilon$, we would expect the term $\beta (w_{\text{max}} - w_l)$ to be the dominant term in many interesting instances. The results of the lemma follow from the definition $z := \beta (w_{\text{max}} - w_l) + 2\Delta^2$, so that $J + 1 \geq \lceil z^{3/2} \rceil$ suffices to satisfy Eq. (249). In particular, there exists a value of $J$ (i.e., given by the right hand side of Eq. (262)) that implies $\omega_j^{J+1} \approx (2\pi/3)^{1/2}z$. The above are possible choices for the parameters, but other choices that respect the bounds in Eqs. (247), (248), and Eq. (249), will work as well. This proves the main claim of Lemma 3.4.

Last, using again the Poisson summation formula, we obtain the following bound

$$\frac{\delta}{\sqrt{2\pi}} \sum_{j=-J}^{J} |H(\omega_j)| \leq \frac{\delta}{\sqrt{2\pi}} \sum_{j} |H(\omega_j)| \leq \frac{\delta}{2\pi} e^{1/4+\Delta} \sum_{j} e^{-\omega_j^2/4} \leq \frac{1}{\sqrt{\pi}} e^{1/4+\Delta} \sum_{k} e^{-(k^2\pi/\delta)^2} \leq e^\Delta (1 + 2 \sum_{k=1}^{\infty} e^{-(k^2\pi/\delta)^2}) \leq e^\Delta (1 + 2 \sum_{k=1}^{\infty} e^{-(k^2\Delta)^2}) \leq 2 e^\Delta \leq 2 e^\Delta \leq 2 e^4 e^{\ln(6/\epsilon)}, \tag{271}$$

which proves Eq. (103) in Lemma 3.4. This term is $1/\epsilon^{o(1)}$ and thus subpolynomial in $1/\epsilon$. This implies that the coefficients appearing in the operator $X$ satisfy $\alpha = \sum_{j=-J}^{J} |\alpha_j| \leq e^{-\beta w_l/2} 2 e^\Delta$. \qed

### E Improved approximations for $W \geq 0$

It is possible that for some instances the work operator in Eq. (25) is $W \geq 0$. This occurs, for example, when $H_1 \geq 0$ and $H_0 \leq 0$ [21,77]. The following result is a direct consequence of Lemma 3 in Ref. [83]:

**Lemma E.1** (Hubbard-Stratonovich approximation). Let $\epsilon > 0$ and assume $w_{\text{min}} \geq 0$. Then, for

$$\delta = \frac{1}{2\pi} \left( \sqrt{\beta w_{\text{max}}} + \sqrt{6 \ln(2/\epsilon)} \right)^{-1}, \tag{272}$$

and all

$$J \geq \lceil 2\pi \left( \sqrt{\beta w_{\text{max}}} + \sqrt{6 \ln(2/\epsilon)} \right) \sqrt{6 \ln(2/\epsilon)} \rceil, \tag{273}$$

we obtain

$$\|e^{-\beta W/2} - X\| \leq \epsilon, \tag{274}$$
where

\[ X := \frac{\delta}{\sqrt{2\pi}} \sum_{j} e^{-\omega_{j}^2/2} e^{i\omega_{j} \sqrt{\beta W}} \]  

(275)

and \( \omega_{j} = j\delta \). In addition, the coefficients in the expansion of \( X \) satisfy

\[ \frac{\delta}{\sqrt{2\pi}} \sum_{j} e^{-\omega_{j}^2/2} \leq 2 . \]  

(276)

Proof. The result follows from the Hubbard-Stratonovich transformation [94], which itself follows from the identity \((x \geq 0)\)

\[ e^{-\beta x/2} = \frac{1}{\sqrt{2\pi}} \int_{-\infty}^{\infty} dy \ e^{-y^2/2} e^{y\sqrt{\beta x}} . \]  

(277)

We use some results of Appendix C of Ref. [77]. In that work it is first shown that if \((\lambda \geq 0)\)

\[ 2\pi \delta \geq \sqrt{\beta \lambda} + \sqrt{2 \ln(5/\epsilon)} , \]  

(278)

then

\[ \left| e^{-\beta \lambda/2} - \frac{\delta}{\sqrt{2\pi}} \sum_{j=-\infty}^{\infty} e^{-\omega_{j}^2/2} e^{i\omega_{j} \sqrt{\beta \lambda}} \right| \leq \epsilon/2 . \]  

(279)

Next, it is shown that if

\[ \omega_{J} \geq \sqrt{6 \ln(2/\epsilon)} , \]  

(280)

then

\[ \frac{\delta}{\sqrt{2\pi}} \sum_{|j| > J} e^{-\omega_{j}^2/2} \leq \epsilon/2 . \]  

(281)

The triangle inequality gives

\[ \left| e^{-\beta \lambda/2} - \frac{\delta}{\sqrt{2\pi}} \sum_{j=-\infty}^{\infty} e^{-\omega_{j}^2/2} e^{i\omega_{j} \sqrt{\beta \lambda}} \right| \leq \epsilon . \]  

(282)

We replace \( \lambda \) by an eigenvalue of \( W, w_{m,n} \). In particular, we are in the case where \( w_{\text{min}} \geq 0 \) and then the largest eigenvalue is \( w_{\text{max}} \). We can then choose

\[ \delta = \frac{1}{2\pi} \left( \sqrt{\beta w_{\text{max}}} + \sqrt{6 \ln(2/\epsilon)} \right)^{-1} \]  

(283)

\[ \leq \frac{1}{2\pi} \left( \sqrt{\beta w_{\text{max}}} + \sqrt{2 \ln(5/\epsilon)} \right)^{-1} \]  

(284)

and

\[ J \geq \left| \frac{1}{\delta} \sqrt{6 \ln(2/\epsilon)} \right| \]  

(285)

\[ = [2\pi \sqrt{6 \ln(2/\epsilon)} \left( \sqrt{\beta w_{\text{max}}} + \sqrt{6 \ln(2/\epsilon)} \right)] \]  

(286)

to satisfy, for all eigenvalues \( w_{m,n} \) of \( W \),

\[ \left| e^{-\beta w_{m,n}/2} - \frac{\delta}{\sqrt{2\pi}} \sum_{j=-\infty}^{\infty} e^{-\omega_{j}^2/2} e^{i\omega_{j} \sqrt{\beta w_{m,n}}} \right| \leq \epsilon . \]  

(287)
Equivalently,
\[
\left\| e^{-\beta W/2} - \frac{\delta}{\sqrt{2\pi}} \sum_{j=-J}^{J} e^{-\omega_j^2/2} e^{i\omega_j \sqrt{\beta W}} \right\| \leq \epsilon , \tag{288}
\]
which is Eq. (274).

Last, considering the case \( \lambda = 0 \), we already showed
\[
\left| 1 - \frac{\delta}{\sqrt{2\pi}} \sum_{j=-J}^{J} e^{-\omega_j^2/2} \right| \leq \epsilon . \tag{289}
\]
This implies
\[
\sum_{j=-J}^{J} e^{-\omega_j^2/2} \leq 1 + \epsilon \leq 2 , \tag{290}
\]
which is Eq. (276).

Lemma E.1 is useful as long as we can implement the unitaries \( e^{-i\omega_j \sqrt{\beta W}} \), which correspond to evolving with \( \sqrt{\beta W} \) for time \( \omega_j \sqrt{\beta} \) [95]. Under this assumption, it is possible to approximate the exponential operator using a number of unitaries \( (2J+1) \) that is an improvement with respect to the general case given in Lemma 3.4. That is, the relevant quantities depend now on \( \sqrt{\beta W_{\max}} \) rather than \( \beta (w_{\max} - w_1) \). In general, this is a mild improvement of the complexity, which is still expected to be dominated by the factor \( e^{\beta \Delta t/2} \) in many cases, even when \( W \geq 0 \).

## F Proof of Lemma 4.2

For any \( a \geq 0 \), we obtain
\[
\| \Pi_{a \geq a_1}^{a \leq a_0} \Pi_{a \geq a_0}^{a \leq a_1} \| = \| \Pi_{a \leq a_1}^{a \geq a_0} \Pi_{a \leq a_0}^{a \geq a_1} \| \leq \| \Pi_{a \leq a_1}^{a \geq a_0} \| \| \Pi_{a \leq a_0}^{a \geq a_1} \| \leq e^{-a(a_1-a_0)} \| \Pi_{a \leq a_0}^{a \geq a_1} \|. \tag{291}
\]
Let \( F(a) := e^{-aH_1} e^{aH_0} \). This operator satisfies
\[
\partial_a F(a) = -F(a)e^{-aH_1} V e^{aH_0} = -F(a)V(a) , \tag{292}
\]
where \( V(a) := e^{-aH_0} V e^{aH_0} \). Hence
\[
F(a) = T e^{-\int_{0}^{a} da' V(a')} , \tag{293}
\]
where \( T \) is the time-ordering operator. Then,
\[
\| F(a) \| = \| T e^{\int_{0}^{a} da' V(a')} \| \leq 1 + \int_{0}^{a} \| da' \| \| V(a') \| + \int_{0}^{a} \| da' \| \int_{0}^{a} \| da'' \| \| V(a') \| \| V(a'') \| + \ldots \tag{294}
\]
\[
\leq e^{a \max_{a' \in [0,a]} \| V(a') \|} . \tag{295}
\]

Lemma 3.1 in Ref. [96] implies \( \| V(a') \| \leq \frac{M v}{(1-a'hgk)^r} \) if \( 0 \leq 1 - a' h g k < 1 \), where \( r := R / (h g k) \) and \( R := \max_{Y \in \lambda} \sum_{X \in \Lambda, |h_0, x, v|^\lambda} \| h_{0, x} \| \). (In their notation, \( s \rightarrow a' \) and \( g \rightarrow gh \).) Then,
\[
\max_{a' \in [0,a]} \| V(a') \| \leq \frac{M v}{(1-a'hgk)^r} . \tag{296}
\]
under the assumption $0 \leq ahgk < 1$. Note that $R \leq hgk$, since each term $v_X$ in $V$ involves at most $k$ spins, and each spin interacts with at most $g$ other spins. Then, $r \leq 1$. As a result, we obtain

$$\|\Pi_{\leq 1}^1 \Pi_{> 0}^0\| \leq e^{-n_{c,a}/2\pi+\theta_{c,a}/2}.$$  

Choosing $a = 1/(2hgk)$, we obtain the desired result:

$$\|\Pi_{\leq 1}^1 \Pi_{> 0}^0\| \leq e^{-\frac{n_{c,a}/2\pi+2\theta_{c,a}}{2hgk}}.$$  

Note that we can obtain a better bound by minimization over all possible values of $a \in \mathbb{R}^+$ subject to the assumption. Nevertheless, the previous result suffices for Thm. 1.5.

G Phases for quantum signal processing

We seek to implement the operator $X$ given in Eq. (95) using QSP. This requires finding the phases associated with the ancilla qubit rotations, as discussed in Sec. 3.3.4. Here we use the MATLAB package QSPPACK (https://github.com/qsppack/QSPPACK) to explicitly calculate these phases using optimization methods. The MATLAB package is based on the recent work by Yulong Dong et al. [88]. It requires the input polynomials to be real and given in a Chebyshev basis, as a linear combination of Chebyshev polynomials $T_j(y)$ of the first kind. The input polynomials are also required to have definite parity (even or odd) in $y$. With a little extra work, we note that the package can be modified to provide the phases when the input function is given as a linear combination of $\sqrt{1-y^2}\mathcal{R}_j(y)$, where the $\mathcal{R}_j$’s are the Chebyshev polynomials of the second kind; more details follow.

The general quantum circuit $V_\Phi$ used for QSP implementation in the package is in Fig. 3. The ancilla-qubit gates determined by $\Phi = \{\phi_0,\phi_1,\ldots,\phi_d\}$ are rotations around the Z axis by corresponding angles. $H$ is the Hadamard gate and $X$ is the Pauli gate that performs the map $X|0\rangle \rightarrow |1\rangle$ and $X|1\rangle \rightarrow |0\rangle$. The operations $\mathcal{V}$ and $\mathcal{W}$ are unitary, and these are controlled on the state $|1\rangle$ of the ancilla. Let $\theta/2$ be an eigenphase of $\mathcal{V}$, $|\psi_{\theta/2}\rangle$ the corresponding eigenstate, and define $y = \cos(\theta/2)$. Then, in the two-dimensional subspace spanned by $\{|0\rangle,|\psi_{\theta/2}\rangle,|1\rangle,|\psi_{\theta/2}\rangle\}$, the quantum circuit in Fig. 3 implements the $SU(2)$ operation

$$V_\Phi(y) = e^{i\phi_0 Z}\mathcal{W}(y)e^{i\phi_1 Z}\ldots\mathcal{W}(y)e^{i\phi_d Z},$$

where

$$\mathcal{W}(y) := e^{\pm i k \arccos(y) X} = \left(\begin{array}{cc} y & \pm i \sqrt{1-y^2} \\ \pm i \sqrt{1-y^2} & y \end{array}\right)$$

is in $SU(2)$ and, for integer $k$,

$$\mathcal{W}^k(y) = e^{\pm i k \arccos(y) X} = \left(\begin{array}{cc} \cos(k\theta/2) & i \sin(k\theta/2) \\ i \sin(k\theta/2) & \cos(k\theta/2) \end{array}\right)$$

$$= \left(\begin{array}{cc} \mathcal{T}_k(y) & \pm i \sqrt{1-y^2}\mathcal{R}_{k-1}(y) \\ \pm i \sqrt{1-y^2}\mathcal{R}_{k-1}(y) & \mathcal{T}_k(y) \end{array}\right).$$

(We adopt the convention $\mathcal{T}_{-k}(y) = \mathcal{T}_k(y)$ and $\mathcal{R}_{-k-1}(y) = -\mathcal{R}_{k-1}(y)$ if $k \geq 1$.) The sign in the off-diagonal entry depends on the value of $\theta$; it is $+1$ if $\theta/2$ mod $2\pi \in [0,\pi)$ and $-1$ if $\theta/2$ mod $2\pi \in [\pi,2\pi)$. Using Eq. (309) and the fact that $Z\mathcal{W}^k(y)Z = \mathcal{W}^{-k}(y)$, $Z^2 = \mathbb{I}$, we can prove

$$V_\Phi(y) = (\cos\phi_0\mathbb{I} + i \sin\phi_0 Z)\mathcal{W}(y)(\cos\phi_1\mathbb{I} + i \sin\phi_1 Z)\mathcal{W}(y)\ldots$$

$$= \sum_{k=-d,-d+2,\ldots,d} D_k \mathcal{W}^k(y),$$
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where $D_k$ are two-dimensional diagonal matrices that can be written as $D_k = \text{Re}(\beta_k) \mathbb{I} + i\text{Im}(\beta_k)Z$, for some coefficients $\beta_k \in \mathbb{C}$. Then,

$$V_p(y) = \left( \pm i \sqrt{1 - y^2} Q^*(y) \right),$$

(312)

where $P(y) = \sum_{k=-d,-d+2,\ldots} \beta_k T_k(y)$ and $Q(y) = \sum_{k=-d,-d+2,\ldots} \beta_k R_{k-1}(y)$. Setting (even) $d = 2J$, these are

$$P(y) = \beta_0 + \sum_{j=1}^{J} (\beta_{2j} + \beta_{-2j}) T_{2j}(y),$$

(313)

$$Q(y) = \sum_{j=1}^{J} (\beta_{2j} - \beta_{-2j}) R_{2j-1}(y).$$

(314)

Note that $P(y) = P(-y)$ and $Q(y) = -Q(-y)$ have definite parity (even and odd degrees, respectively).

The input to QSPPACK is a polynomial $p_1(y) \in \mathbb{R}[y]$ of definite parity, such that $|p_1(y)| \leq 1$ for $y \in [-1, 1]$, given as a linear combination of Chebyshev polynomials of the first kind, e.g., a linear combination of $T_{2j}(y)$ if it is an even function. The package finds a set $\Phi_1$ of $2J + 1$ phases that produces an $SU(2)$ unitary $V_{\Phi_1}(y)$, where the first entry satisfies $\text{Re}(\langle 0 | V_{\Phi_1}(y) | 0 \rangle ) = p_1(y)$. Finding $\Phi_1$ is a straightforward application of the function QSP$_\text{solver}$ in the package, which uses the limited-memory BFGS optimization algorithm. A modification of the solver allows us to address a polynomial $q_2(y) \in \mathbb{R}[y]$ of definite parity, such that $|q_2(y)| \leq 1$ for $y \in [-1, 1]$, given as a linear combination of Chebyshev polynomials of the second kind, e.g., a linear combination of $R_{2j-1}(y)$ if it is an odd function. In this case, the package finds a set $\Phi_2$ of $2J + 1$ phases that produces an $SU(2)$ unitary $V_{\Phi_2}(y)$, where the second entry satisfies $\text{Im}(\langle 0 | V_{\Phi_2}(y) | 1 \rangle ) = \pm \sqrt{1 - y^2} q_2(y)$. To that end, we modify the solver such that objective function to be minimized is

$$\frac{1}{2} \left( \text{Im}(\langle 0 | V_{\Phi_2}(y) | 1 \rangle ) - \pm \sqrt{1 - y^2} Q(y) \right)^2.$$ 

We can also combine the unitaries such that $\text{Re}(\langle 0 | V_{\Phi_1}(y) + V_{\Phi_2}(y)e^{-i\pi X/\alpha} | 0 \rangle ) = p_1(y) + (\pm \sqrt{1 - y^2}) q_2(y)$, allowing us to address more general functions using a simple LCU.

To implement the operator $X$ using QSPPACK, we need to find a presentation that is compatible with Eqs. (313) and (314). For $\theta \in \mathbb{R}$, let $f(e^{i\theta}) := \frac{1}{\delta} \sum_{j=-J}^{J} \alpha_j e^{ij\theta}$, where $\alpha = \sum_{j=-J}^{J} |\alpha_j|,$

$$\alpha_j = e^{-\beta w_j \delta \omega_j} \frac{\sqrt{2\pi}}{\omega_j} H(\omega_j) e^{-i\omega_j \beta w_j/2},$$

(315)

$$H(\omega) = \frac{e^{\omega + 1/2}(\omega^2 + 1)^{1/4}}{\sqrt{2\pi}(1 + \omega^2)} (1 - i\omega) e^{i(\Delta + 1/2)},$$

(316)

and $\omega = j\delta$; see Eqs. (96) and (103). In particular, if $\theta$ is an eigenphase of $U$, where $U$ is the unitary in Eq. (41), and if we replace $e^{i\theta} \to U$, we obtain $f(U) = X/\alpha$. The property $\alpha_j = \alpha_{-j}$ implies $f(e^{i\theta}) \in \mathbb{R}$. Then, $f(e^{i\theta}) = \frac{1}{\delta} \sum_{j=-J}^{J} \text{Re}(\alpha_j) \cos(j\theta) - \text{Im}(\alpha_j) \sin(j\theta)$ and, if $y = \cos(\theta/2)$, we obtain $f(e^{i\theta}) = p_1(y) + (\pm \sqrt{1 - y^2}) q_2(y)$, where

$$p_1(y) := \frac{1}{\alpha} \left( \alpha_0 + 2 \sum_{j=1}^{J} \text{Re}(\alpha_j) T_{2j}(y) \right),$$

(317)

$$q_2(y) := -2 \sum_{j=1}^{J} \text{Im}(\alpha_j) R_{2j-1}(y).$$

(318)

These polynomials satisfy the properties required by the (modified) package. That is, for $y \in [-1, 1]$, $p_1(y) \in \mathbb{R}$ and $q_2(y) \in \mathbb{R}$ are presented as linear combinations of Chebyshev polynomials of the first and second kinds, respectively. Also, $p_1(y) = p_1(-y)$ is an even function, $q_2(y) = -q_2(-y)$ is an odd function, and $|p_1(y)| \leq 1$, $|q_2(y)| \leq 1$. We can then produce each of these polynomials...
in the entries of $SU(2)$ matrices using QSPPACK, which outputs the sets $\Phi_1$ and $\Phi_2$ discussed earlier, of $2J + 1$ phases each. In particular, in the two-dimensional subspace,

$$\frac{1}{2} \left( V_{\Phi_1}(y) + V_{\Phi_1}^\dagger(y) + V_{\Phi_2}(y) e^{-i\frac{\pi}{4}X} + e^{-i\frac{\pi}{4}X} V_{\Phi_2}^\dagger(y) \right) = \left( p_1(y) + \left( \pm \sqrt{1 - y^2} \right) p_2(y) \right),$$  

(319)

and the first entry is $f(e^{i\theta})$. The $SU(2)$ unitaries $V_{\Phi_1}(y)$ and $V_{\Phi_2}(y)$ correspond to unitaries $V_{\Phi_1}$ and $V_{\Phi_2}$ in the larger Hilbert space, respectively, that can be implemented using a circuit like Fig. 3. The unitaries $V_{\Phi_1}$ and $V_{\Phi_2}$ can also be implemented using a similar circuit noting that, in general, $V_{\Phi}^\dagger = e^{-i\phi_d(Z\otimes I)} V_{\Phi} e^{-i\phi_0(Z\otimes I)}$.

The circuit in Fig. 3 uses controlled-$V$ and controlled-$V^\dagger$ operations. In the analyzed two-dimensional subspaces, $\theta/2$ is the eigenphase of $V$ and $\theta$ is the eigenphase of $U$, implying $V = U^{\frac{\theta}{2}}$. Our quantum algorithm assumes access to $U$ but not necessarily to $U^{\frac{\theta}{2}}$. Nevertheless, a simple compilation of the circuit in Fig. 3 allows it to be implemented using controlled-$U$ and controlled-$U^\dagger$ operations instead:

$$\phi_d \quad \begin{array}{c} \Phi_d \quad H \quad \Phi_{d-1} \quad H \quad \Phi_{d-2} \quad \cdots \end{array}$$

\begin{array}{c}
\begin{array}{c}
U^{\alpha} \\
U^{-\alpha}
\end{array}
\end{array}

\begin{array}{c}
\begin{array}{c}
U^{\beta} \\
U^{-\beta}
\end{array}
\end{array}

\begin{array}{c}
\begin{array}{c}
U^{\gamma} \\
U^{-\gamma}
\end{array}
\end{array}

\begin{array}{c}
\begin{array}{c}
U^{\delta} \\
U^{-\delta}
\end{array}
\end{array}

(320)

$$\phi_d \quad \begin{array}{c} \Phi_d \quad H \quad \Phi_{d-1} \quad H \quad \Phi_{d-2} \quad \cdots \end{array}$$

\begin{array}{c}
\begin{array}{c}
U^{\beta} \\
U^{-\beta}
\end{array}
\end{array}

\begin{array}{c}
\begin{array}{c}
U^{\gamma} \\
U^{-\gamma}
\end{array}
\end{array}

\begin{array}{c}
\begin{array}{c}
U^{\delta} \\
U^{-\delta}
\end{array}
\end{array}

(321)

$$= \begin{array}{c}
\begin{array}{c}
\Phi_d \\
\phi_d \quad H \quad \Phi_{d-1} \quad H \quad \Phi_{d-2} \quad \cdots \end{array}
\end{array}$$

\begin{array}{c}
\begin{array}{c}
U \\
U^\dagger
\end{array}
\end{array}

\begin{array}{c}
\begin{array}{c}
U \\
U^\dagger
\end{array}
\end{array}

\begin{array}{c}
\begin{array}{c}
U \\
U^\dagger
\end{array}
\end{array}

(322)

Equation (319) implies

$$\frac{1}{4} \left( V_{\Phi_1} + V_{\Phi_1}^\dagger + V_{\Phi_2} e^{-i\frac{\pi}{4}X} + e^{-i\frac{\pi}{4}X} V_{\Phi_2}^\dagger \right) = \left( \frac{X}{2\alpha} \right),$$  

(323)

and the first entry contains the desired operator $X$. This is a linear combination of four unitaries, where the coefficients add up to 1, and can be directly implemented using the LCU framework described in Sec. 3.3.3. It requires two additional ancilla qubits, bringing the total ancilla count to three in this case. The number of controlled-$U$ and controlled-$U^\dagger$ is bounded by $4 \times (2J) = O(J)$, and the additional number of two-qubit gates is also $O(J)$, as stated in Thm. 1.2. Since using this method we implement $X/(2\alpha)$ rather than $X/\alpha$ (see Eq. (127) and Sec. 3.5), the factor $1/2$ will bring an additional but constant overhead, where the average number of amplitude amplification rounds is doubled.

In Fig. 11 we show the sets of phases $\Phi_1 = \{ \phi_{1,0}, \phi_{1,1}, \ldots, \phi_{1,2J} \}$ and $\Phi_2 = \{ \phi_{2,0}, \phi_{2,1}, \ldots, \phi_{2,2J} \}$ obtained by running the QSPPACK MATLAB package, such that the unitaries $V_{\Phi_1}$ and $V_{\Phi_2}$ satisfy Eq. (323). Note that, to better display the results, we have not plotted the first and last phases of these sets, which are given in the caption. The package was modified to have an extra input called “kind”, which has the value 1 for functions given as linear combinations of $f_J(y)$ and 2 for functions given as linear combinations of $R_J(y)$. The objective function and the gradient function

---
is defined in the package depending on the value of “kind”. The relevant parameters chosen in this simulation are $\beta_{w_{\text{max}}} = 50$, $\beta_{w_l} = -1$, $\Delta = 4$. We then use Lemma 3.4 to compute the rest of the parameters. We obtain $J = 252$ and $\delta = 0.0757$ for Eqs. (317) and (318), and these also determine $X$. An initial guess for the phases is needed by QSPPACK, and we set $\Phi_1^{\text{ini}} = \{ \pi, 0, 0, \ldots, \pi \}$ and $\Phi_2^{\text{ini}} = \{ 0, 0, 0, \ldots, -\pi \}$. The package uses limited memory BFGS algorithm (a quasi Newton method) to find the phases. The resulting error in generating the function $p_1(y) + (\pm \sqrt{1 - y^2})q_2(y)$ in the entry of the $SU(2)$ matrix in Eq. (319) is less than machine precision for all $y \in [-1, 1]$.

Figure 11: Phases to implement $X$ using QSP. The simulation parameters are $\Delta = 4$, $\beta_{w_{\text{max}}} = 50$, $\beta_{w_l} = -1$, $J = 252$, and $\delta = 0.0757$. (a) Phases $\Phi_1 = \{ \phi_{1,0}, \phi_{1,1}, \ldots, \phi_{1,504} \}$ obtained using QSPPACK for generating $p_1(y)$, where $\phi_{1,0} = \phi_{1,504} = \pi$ are not plotted. (b) Phases $\Phi_2 = \{ \phi_{2,0}, \phi_{2,1}, \ldots, \phi_{2,504} \}$ obtained using QSPPACK for generating $q_2(y)$, where $\phi_{2,0} = 0$ and $\phi_{2,504} = -\pi$ are not plotted.