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In certain regimes, the fidelity of quan-
tum states will decay at a rate set by the
classical Lyapunov exponent. This serves
both as one of the most important exam-
ples of the quantum-classical correspon-
dence principle and as an accurate test for
the presence of chaos. While detecting this
phenomenon is one of the first useful cal-
culations that noisy quantum computers
without error correction can perform [G.
Benenti et al., Phys. Rev. E 65, 066205
(2001)], a thorough study of the quantum
sawtooth map reveals that observing the
Lyapunov regime is just beyond the reach
of present-day devices. We prove that
there are three bounds on the ability of
any device to observe the Lyapunov regime
and give the first quantitatively accurate
description of these bounds: (1) the Fermi
golden rule decay rate must be larger than
the Lyapunov rate, (2) the quantum dy-
namics must be diffusive rather than lo-
calized, and (3) the initial decay rate must
be slow enough for Lyapunov decay to be
observable. This last bound, which has not
been recognized previously, places a limit
on the maximum amount of noise that can
be tolerated. The theory implies that an
absolute minimum of 6 qubits is required.
Recent experiments on IBM-Q and IonQ
imply that some combination of a noise re-
duction by up to 100× per gate and large
increases in connectivity and gate paral-
lelization are also necessary. Finally, scal-
ing arguments are given that quantify the
ability of future devices to observe the
Lyapunov regime based on trade-offs be-
tween hardware architecture and perfor-
mance.

Max D. Porter: porter42@llnl.gov

1 Introduction

1.1 Motivation

Understanding chaotic dynamical systems is es-
sential for understanding the world around us.
Because chaotic systems are typically modeled
through numerical computation, they are one of
the primary application areas for scientific com-
puting. Examples from classical physics include
simulations of molecular dynamics [1], fluid dy-
namics [2, 3], plasma physics [4, 5], Monte Carlo
methods, and gravitational N-body problems.
Examples from quantum physics include non-
equilibrium condensed matter physics [6], chem-
istry [7], nuclear physics [8, 9], and lattice gauge
theory [10]. Since quantum computing offers a
potential acceleration of many important calcula-
tions within scientific computing [11, 12, 13, 14],
chaotic dynamical systems stand to be one of the
most important quantum computing application
areas. In fact, because chaotic systems are prov-
ably difficult to simulate, recent claims of achiev-
ing quantum supremacy [15, 16] crucially rely on
the exponential difficulty of simulating chaotic
quantum circuits on a classical computer. Simu-
lating quantum chaotic dynamics has even been
proposed as the most qubit-efficient application
for reaching useful quantum advantage [17].

Simulating classical chaotic systems on a quan-
tum computer comes with a particular challenge:
how can a nonlinear dynamical system be simu-
lated in a quantum computer that can only ef-
ficiently perform linear operations? Quantum
computers were originally proposed [18, 19] be-
cause they are well-adapted to simulating quan-
tum mechanical systems. To realize this, a num-
ber of quantum algorithms for quantum Hamil-
tonian simulation have been proposed that can
provide an exponential speedup over direct sim-
ulation [20]. Therefore a natural approach for
classical Hamiltonian systems is to simulate their
quantized versions and find ways to extract

Accepted in Quantum 2022-07-23, click title to verify. Published under CC-BY 4.0. 1

ar
X

iv
:2

11
0.

07
76

7v
2 

 [
qu

an
t-

ph
] 

 2
4 

A
ug

 2
02

2

https://quantum-journal.org/?s=Observability%20of%20fidelity%20decay%20at%20the%20Lyapunov%20rate%20in%20few-qubit%20quantum%20simulations&reason=title-click
https://quantum-journal.org/?s=Observability%20of%20fidelity%20decay%20at%20the%20Lyapunov%20rate%20in%20few-qubit%20quantum%20simulations&reason=title-click
mailto:porter42@llnl.gov


classically-relevant information. In fact, it was
recognized early on that this technique can accel-
erate the computation of useful dynamical quan-
tities, such as the Lyapunov exponent [21, 22].
This is possible even without using many qubits
to approach the limit of classical dynamics, rais-
ing the possibility of observing one of these quan-
tities in few-qubit quantum simulations.

Simulating non-Hamiltonian classical systems
requires other approaches, not employed in this
paper. Techniques for exactly simulating such
systems have recently been proposed [23, 4, 24,
25, 26, 27]. The key is to embed the nonlinear
system within an infinite-dimensional linear sys-
tem, and then determine a finite-dimensional ap-
proximation that has sufficiently high accuracy
for the purposes at hand. Then, if the linear sys-
tem is unitary, as in the Koopman-von Neumann
approach [23, 4], one can directly use Hamilto-
nian simulation algorithms. If it is not unitary, as
in the Carleman linearization approach [24, 26],
one can still use the quantum linear solver algo-
rithm [28, 29] to propagate the state forward in
time.

The speedup predicted for quantum simulation
of any system applies only to information that
can be efficiently extracted. For dynamics this
means collective properties like the Lyapunov ex-
ponent, localization length, and diffusion coeffi-
cient. The Lyapunov exponent is extracted from
the fidelity of a quantum algorithm in the pres-
ence of noise, making it relevant in the NISQ era.
If the algorithm is exponentially efficient com-
pared to classical methods, for instance by use
of the quantum Fourier transform, the Lyapunov
exponent inherits an exponential speedup [22].

A near term objective then for the quantum
simulation of classically chaotic dynamics is to
observe the Lyapunov exponent on a noisy few-
qubit quantum device. This doubles as a sig-
nature of quantum chaos, and one that is more
accessible and efficient to detect than more tra-
ditional measures such as level spacing statistics.
This objective faces three limitations: (1) the
Fermi golden rule (FGR) decay rate, which scales
with the square of the noise, must be larger than
the Lyapunov exponent, (2) the Lyapunov ex-
ponent must be large enough to avoid a phase
transition to localization, and (3) the noise must
be small enough that the initial decay rate al-
lows enough time steps of the fidelity decay to

be obtained. Together these conditions form a
triangular region in phase space such that only
experiments with the right noise magnitude, Lya-
punov exponent, and number of qubits will fall
inside this triangle and be able to observe the
Lyapunov exponent. The minimum number of
qubits for this region to have non-zero area will
be shown to be six.

When targeting this objective using near-term
quantum computing hardware platforms, one
must consider the trade-off between architecture
and gate error rates for reaching the threshold
decay rate of the first time step. Recent experi-
ments on the open access IBM-Q superconduct-
ing platform and reported data from IonQ, two
commercial platforms known for their high qubit
fidelities, show that neither can presently observe
Lyapunov decay. This could change if either re-
duces the error per two-qubit gate by a factor of
about ten. Alternatively, both platforms could
pursue architectural improvements, with IBM-Q
needing to improve on the low qubit connectiv-
ity seen in almost all superconducting quantum
devices and IonQ needing to perform gates in
parallel in less time than the same gates would
take in serial. Both obstacles have seen progress,
and could lower the needed error reduction in
these platforms to a factor of one to three, po-
tentially entering the Lyapunov regime. Scaling
arguments show that extending to more than six
qubits is relatively easy, with the increased size of
the Hilbert space lowering the 1/N fidelity limit,
which increases the number of useful time steps
and therefore the allowable noise. With the ideal
architecture more qubits may even allow larger
error per gate than for fewer qubits, making ar-
chitectural improvements particularly important
for scaling up to reach quantum advantage.

1.2 Quantum Maps

Classical maps are model systems of determin-
istic, often Hamiltonian, chaos and nonlinear
dynamics, and their quantized counterparts are
called quantum maps. Just as classical maps
use discrete time steps to achieve rich dynam-
ics at low computational cost, quantum maps
are Floquet systems with trivial time ordering,
leading again to discrete time steps and rich yet
efficient dynamics at low gate depth. In the fu-
ture, scalable, error-corrected devices will simu-
late quantum maps in their classical limit, resolv-
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ing classical phase space structures larger than
~/J0 ∼ 1/N for classical action J0 and Hilbert
space dimension N [21]. In the present and near
term however quantum maps are an excellent
tool for exploring the simulation of both quan-
tum and classical chaos, while using minimal
resources. Quantum maps have a numerically
precise yet dense evolution operator and a sim-
ple classical correspondence principle. Coupled
quantum maps are akin to spin chains and allow
the study of many-body physics without need for
trotterization [30].

Specific algorithms using standard gate sets
have been proposed for digital quantum simula-
tions of quantized versions of the standard map
[31], sawtooth map [21], kicked Harper map [32],
tent map [33], and baker’s map [34].

The quantum baker’s map could be poten-
tially interesting to study because it is the most
efficient to implement, requiring only quantum
Fourier transforms. However, one may need to
generalize the form of the baker’s map in order
to have enough free parameters to avoid localiza-
tion and ensure the observability of the Lyapunov
regime.

This paper instead continues the pioneering
work of Benenti et al. [21, 35, 36, 22] in us-
ing the second-most resource efficient quantum
map, the quantum sawtooth map, which has
been shown to have rich dynamics. It consists
of four steps with O(n2) gates each, before ac-
counting for qubit topology or converting to gate
depth. Theoretical studies looking at the quan-
tum sawtooth map have often used ∼10 qubits
[22, 37], while an experimental realization of this
system on the IBM-Q platform has demonstrated
its present feasibility on three qubits [38]. To
bridge theory and experiment, this work seeks to
find the smallest system size and largest noise for
which the Lyapunov exponent is still observable
in this system.

The most thorough previous study of quantum
simulation of the quantum sawtooth map [22]
missed several key observations concerning the
Lyapunov exponent which we clarify and com-
bine here. First, they did not mention the cor-
rect minimum noise condition for observing the
Lyapunov exponent, which had been discovered
several years before [39] and will form bound (1)
in Sec. 4.1 of this paper. Second, their estimate
of the border to localization was imprecise and

has been improved to form bound (2). Third
and lastly, they did not recognize the early time
regime which is crucial for quantifying the maxi-
mum allowable noise in bound (3). These details
are necessary in the context of few-qubit quan-
tum simulation.

1.3 Loschmidt echo

Quantum maps have a long history as a tool for
studying quantum chaos, quantum computing,
and especially the Loschmidt echo (LE or “fi-
delity”). The nuanced relationship between these
three has been outlined from various points of
view in several review papers [40, 41, 42]. This
fidelity typically measures the overlap of a state
after time evolution under two different quantum
Hamiltonians, one with and one without a per-
turbation. In order to match experiments, this
work will use a “two-way” fidelity that is the
overlap of two such evolutions that are indepen-
dently perturbed. This overlap decays at a grad-
ual and context-dependent rate in time, so it is
useful also for linearized classical flows [43].

Asher Peres [44] initiated the study of how dy-
namics impacts fidelity decay in quantum sys-
tems and showed how this understanding can
shed light on the classical-quantum correspon-
dence principle for chaotic systems. This in-
spired a flurry of work decades later laying out
regimes of quantum fidelity decay, most impor-
tantly for chaotic systems a Lyapunov exponent
decay rate at large perturbations or weak chaos
[40, 45, 39]. This can be concealed by early time
and late time decay regimes [40] and in certain
cases by an oscillating decay rate at the transi-
tion to Lyapunov-rate decay [37, 46, 47]. Ran-
dom matrix theory, semiclassical path integrals,
and other methods have been employed to ex-
plain these regimes as well as more subtle effects
[41, 40]. As applied to quantum computing, an
important distinction is between static and ran-
dom errors in the Hamiltonian, analogous at the
gate level to coherent and incoherent errors in
real quantum hardware [48]. Whereas random
errors give exponential decay with linear depen-
dence on the number of gates in the exponent,
static errors can cause quadratic dependence for
large numbers of gates [33]. In this work simu-
lations only consider random error for simplicity,
but static imperfections should be studied in the
future.
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Fidelity decay rates may serve as an especially
useful signature of quantum chaos in quantum
simulation. Where energy level statistics need
many independent level spacings to resolve the
distribution, fidelity decay relies on the more sen-
sitive eigenstates. Eigenstate deformation was
recently shown to be a more sensitive measure
of quantum chaos than level statistics in a many-
body system, and to be sensitive at increasingly
small system sizes as the strength of perturba-
tion grows [49]. This is somewhat supported
by experiment: the level statistics approach was
used to detect a quantum-chaotic to many-body-
localized (MBL) transition in a nine-qubit spe-
cialized emulator [50], while recent work used the
fidelity decay rate to detect a diffusive to local-
ized transition in a three-qubit digital quantum
simulator [51]. The fidelity is also a more acces-
sible if coarser tool than measuring the energy
spectrum and could simplify experiments.

1.4 Overview of Contents

In the next section, the sawtooth map is intro-
duced in both classical (Sec. 2.1) and quantum
(Sec. 2.2) form and its key properties are de-
scribed. An expression is derived in Sec. 3.1 for
the dynamical localization length in this system
as well as a threshold for its observation. In
Sec. 3.2 the system’s noise-induced fidelity de-
cay regimes are described, and related to previ-
ous work. In Sec. 4.1 formulas are derived for the
three bounds restricting Lyapunov fidelity decay.
Then in Sec. 4.2 these parameter bounds are com-
bined with numerical results, recent experiments,
and reported fidelities to establish lower bounds
for the necessary system size and reduction in
noise relative to IBM-Q and IonQ’s present day
hardware in order to achieve a first observation
of Lyapunov fidelity decay. Section 5 summarizes
and provides some closing thoughts.

2 The Sawtooth Map

To begin, the classical and quantum sawtooth
maps are defined, which are classically chaotic
and quantum chaotic respectively. [52] This map
is chosen for its efficient simulation of Hamilto-
nian chaos [51]. Expressions are given for the
classical Lyapunov exponent and diffusion coeffi-
cient, which inform the analysis of the quantum

dynamics.

2.1 Classical Sawtooth Map (CSM)

The classical sawtooth map (CSM) is governed
by the periodically driven Hamiltonian

H̃CSM = J2

2I −
∑
n

K̃
θ2

2 δ(t− nτ) for θ mod 2π

(1)
where (J, θ) are conjugate action-angle variables,
τ is the driving period, I is a constant moment of
inertia, and K̃ is the kicking parameter with units
of action. The sum n is over all integers. It is
convenient to remove units from the equation, so
the variables are transformed as J = J ′I/τ, t =
t′τ, K̃ = K ′I/τ,H = H ′I/τ2 then the primes are
dropped to get

HCSM = J2

2 −
∑
n

K
θ2

2 δ(t−n) for θ mod 2π (2)

with dimensionless kicking parameter K. Inte-
grating Hamilton’s equations of motion over one
period gives the map

Jn+1 = Jn +Kθn mod 2πL (−πL ≤ J < πL)
θn+1 = θn + Jn+1 mod 2π (−π ≤ θ < π)

(3)
where L is a positive integer to ensure no discon-
tinuous behavior in the second (free evolution)
equation. In the limit L→∞ the map’s manifold
shifts from a torus to a cylinder. The nonlinear-
ity of the map arises from its modulo operation.
While its dynamics for non-integer −4 < K < 0
are quasi-integrable (the Lyapunov exponent is
zero while anomalous diffusion occurs), they be-
come chaotic for K > 0 and K < −4. The max-
imal Lyapunov exponent describing the strength
of the chaos is

λ(K) = ln[(2 +K + sgn(K)
√
K2 + 4K)/2]

≈


ln[K + 2 +O(K−1)]

for K � 1
K1/2 − 1

24K
3/2 + 1

4K
2 −O(K5/2)

for 0 < K � 1

(4)

[22]. For this paper we choose to restrict the
analysis to K > 0.

Diffusion in classical chaotic systems can be
understood as that of a random walk in the action
J , where the probability density function obeys
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the Fokker-Planck equation. The main result is
that the CSM diffusion coefficient is

DK ≈
{

(π2/3)K2 for K > 1
3.3K5/2 for 0 < K < 1

(5)

where the first case comes from a random phase
approximation, and in the latter case trajectories
stick to broken cantori which slows diffusion [22].

2.2 Quantum Sawtooth Map (QSM)
The quantum sawtooth map (QSM) can be
straightforwardly derived from the classical
Hamiltonian of Eq. 2. The action variable J
is quantized by enforcing the canonical commu-
tation relation [θ̂, Ĵ ] = i~, where ~ is the dimen-
sionless Planck’s constant given by ~phys = ~′I/τ
then dropping the prime. For computability θ is
then discretized in a computational basis. This
limits J to a finite number of values, as the size
of the two bases must be equal for transforma-
tions between them to be possible. The operator
eigenvalues are then

Ĵ |p〉 = ~p |p〉 ; p = −N/2, ..., (N − 1)/2
θ̂ |q〉 = 2πq/N |q〉 ; q = −N/2, ..., (N − 1)/2

(6)
where N is the chosen basis size, which in the
context of quantum computing is naturally cho-
sen to be N = 2n for n qubits. States |q〉 and |p〉
will be referred to as the canonical position and
momentum eigenstates respectively.

The quantized Hamiltonian results in a quan-
tum evolution propagator over each period given
by

UQSM = T̂ exp
(
−i
∫ 1

0
HQSMdt/~

)
= UkinUpot (7)

Upot = exp
(
ik(βq̂)2/2

)
Ukin = exp

(
−i~p̂2/2

)
where T̂ is the time-ordering operator, k ≡ K/~
is the quantum kicking parameter, and β ≡ 2π/N
for N basis states. This single-period propagator
is often called a Floquet operator, but since it
corresponds to a classical map it is also referred
to as a quantum map. Quantum map propaga-
tors are particularly simple to calculate as the
delta-function in the potential makes time or-
dering trivial. The eigenstates of the quantum

map are also eigenstates of the so-called Floquet
Hamiltonian, the matrix logarithm of the time-
averaged evolution operator, so one can refer to
them as Floquet eigenstates or quasienergy eigen-
states. Their phase evolution controls the evolu-
tion of the system.

In the quantum map there are two key dimen-
sionless parameters k = K/~ and ~. Matching
the periodicities of the classical and quantum sys-
tems further requires ∆J = 2πLM = ~N , where
L and M are positive integers and M = 1 is set
without loss of generality. This restricts Planck’s
constant to ~ = 2πL/N . The classical limit of
the QSM is achievable only in the many-qubit
limit N → ∞, causing ~ → 0 and k → ∞ while
keeping the classical parameter K = k~ constant.
In this study L = 1 is chosen to maximize the
chance of observing a Lyapunov decay rate, based
on the bounds in Sec. 4. Then K (controlling
λ(K)) and noise amplitude σ (see Sec. 3.2) are
varied to explore the dynamics. A range of sys-
tem sizes relevant to present day and near term
quantum devices are considered, 3 ≤ n ≤ 12.
Note that making L even would allow L/N to
simplify and reduce the pseudorandomness of the
phase operators, disrupting the chaotic dynam-
ics.

3 Dynamics
3.1 Dynamical Localization
In the field of quantum chaos, quantum analogs
of classically chaotic systems are well-known to
diffuse classically until reaching a steady state
exponential localization of the wave function

Pp = | 〈p|ψ〉 |2 ≈ 1
`

exp
(
−2|p− p0|

`

)
, (8)

for initial momentum |p0〉, under certain condi-
tions. The localization length ` is reached after
the Heisenberg time τH ≈ ` [22]. The heuris-
tic explanation is that initially there is classi-
cal diffusion of strength DK , but this transitions
at the Heisenberg time to coherent oscillations
of frequencies ω = ∆E/~ between (quasi)energy
eigenstate pairs with energy differences ∆E. The
Heisenberg time or “break” time [22] is defined
as the inverse mean energy level spacing τH =
2π~/∆Eave [53, 54] when these oscillations begin
to dominate. The randomness of these pair oscil-
lations causes a net effect of localization around
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the initial state. The balance of these processes
is captured by the approximation

` ≈ DK/~2

≈
{

(π2/3)k2 for K > 1
3.3k5/2(2πL/N)1/2 for 0 < K < 1

(9)

using Eq. 5 and K = k ∗ 2πL/N [22, 36]. In
practice dynamical localization is reflected in lo-
calized Floquet eigenstates, with the Floquet evo-
lution only including Floquet eigenstates in pro-
portion to their overlap with the initial condition.
For 0 < K < 1 there may also occur a second lo-
calization regime with slower scaling in k as seen
in other quantum maps [55, 56, 57]. This has not
been studied for the quantum sawtooth map, but
would be in the strongly localized regime and un-
likely to affect the border to diffusion below.

Using the expressions for ` and for the local-
ized distribution, the condition for observing any
localization should be that Pp has decayed by less
than 1/2 at the edge, or else the overlap of the
tails would cause full diffusion. This gives the
condition

1/2 > exp(−N/`)
` < N/ ln(2)
k < kloc

≡


√

3
ln(2)π2N ≈ 0.66N1/2 for K > 1(

1
3.3
√

2π ln(2)
N3/2

L1/2

)2/5
≈ 0.50N3/5L−1/5

for 0 < K < 1
(10)

for localization, alternately written as

K < Kloc ≈
{

4.16LN−1/2 for K > 1
3.12L4/5N−2/5 for 0 < K < 1.

(11)
Note that the QSM becomes a quantum cat

map when K/L ∈ Z (2πk/N ∈ Z). In such
cases the generic behaviors of localization and
diffusion are replaced by periodic behavior with
regular structures in phase space. Cat maps
arise when the potential energies arg(Upot) =
K/L∗βq2/2 mod 2π are not pseudorandom over
q. However even small perturbations can restore
the generic QSM behavior, so the large noise con-
sidered in this paper can make cat maps’ periodic
behavior difficult to observe in practice [52].

3.2 Noise
3.2.1 Noise Model and Fidelity

For this paper a simple parameter noise model
is used, where the quantum kicking strength k
is perturbed at each step by k → k + ∆k. The
noise is random and drawn from a normal dis-
tribution with standard deviation σ, where the
PDF is given by

p(∆k) = 1√
2πσ

exp
(
−∆k2

2σ2

)
. (12)

This noise model easily extends to the classical
map by perturbing the classical kick K = k~ with
standard deviation ε = σ~.

Below, the effect of noise on the rate of fidelity
decay of the quantum system is studied. The
fidelity of a noisy unitary evolution Uσ can be
measured by

f(t) = | 〈ψ|U−tσ′ U
t
σ |ψ〉 |2 (13)

which is also known as the Loschmidt echo. In
words, an initial state |ψ〉 is evolved for a dis-
crete number of time steps t by a unitary pro-
cess Uσ formed from an ideal U and a noisy
process of magnitude σ. The inverse operation
is then attempted with a different realization of
the random noise in order to recover the original
state, with the fidelity of success f(t) measured
in the basis of the initial state. (For non-unitary,
Markovian noise processes the above would re-
quire a Lindblad master equation instead.) Con-
trary to previous studies, “two-way” noise is used
that affects both forward and backward evolu-
tion, to keep closer to experiment where noise
cannot be turned off. This increases the fidelity
decay rate at given σ by a factor of two.

3.2.2 Quantum Effects of Noise

In Fig. 1 a python simulation of the QSM is im-
plemented with random parameter noise. Over
a range of noise magnitude σ there emerge three
time regimes: a fast early time decay, a slower
intermediate time decay, and an even slower late
time decay. The intermediate time regime ei-
ther corresponds to the FGR decay rate for suffi-
ciently weak noise or to the Lyapunov decay rate
for sufficiently strong noise.

The early and intermediate time regimes can
be understood from a simple model. Derived in
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Figure 1: (a) Simulated fidelity decay f(t) and (b) ex-
ponential rate of fidelity decay −γ(t) ≡ d/dt ln(f(t)) =
ln(f(t+ 1))− ln(f(t)) as noise σ is varied. Parameters
n = 12,K = 0.9, L = 1 for diffusive dynamics. Dashed
lines show the classical Lyapunov decay exp(−λt) and
dotted lines show the uniformly mixed limit 1/N . Fi-
delity is averaged over 100 initial conditions and 100
realizations of the noise.

[45] but clarified in [39, 58, 59] is the chaotic fi-
delity decay rate

f(t) = Ā(t) exp(−λt) +B exp(−Γt) + 1/N (14)

for FGR decay Γ, classical Lyapunov exponent
λ, parameter-dependent Ā(t) = A′/t, and con-
stant B. The time dependence of Ā(t) is a sim-
ple interpolation to early time ballistic dynam-
ics that can often be neglected once Lyapunov
rate decay begins. However it has a noticeable
intermediate-time effect in some systems, such
as the smooth stadium billiard [59]. In the QSM
with n ≤ 12 (such as Fig. 1) the time depen-
dence of Ā(t) for t ≥ 2 is not noticeable, so is ne-
glected. At intermediate times Eq. 14 translates
to f(t) ∝ exp(−min(λ,Γ)t) as the faster decay
quickly depletes itself and leaves the slower de-
cay to dominate. The distinction between early
time and intermediate time regimes is most dis-
tinct in Fig. 1(b) which shows the decay rate at
large (but not too large) noise beginning faster
than the Lyapunov rate, reducing to the Lya-
punov rate for several steps, and finally dropping
to zero during late time decay.

Late time decay slows as it asymptotically ap-
proaches the uniformly mixed limit 1/N . The

Figure 2: Simulated fidelity decay rates as functions of
noise σ: initial decay rate Γ0 = −(ln(f(1))− ln(f(0)))
and intermediate time decay rate γ = min(λ,Γ) mea-
sured at t = 2 and measured by an exponential fit of the
intermediate time regime. Same parameters as Fig. 1.
Fermi golden rule decay Cσ2 projected using C from the
smallest σ. Fidelity is averaged over 100 initial condi-
tions and 100 realizations of the noise.

slowing can be removed by assuming the form

f(t) = f ′(t)(N − 1)/N + 1/N (15)

and “unfolding” the underlying trend f ′(t) out
of the late time decay that is dominated by the
1/N term. To do so just invert the relationship
to get f ′(t) = N/(N − 1) ∗ (f(t) − 1/N). This
may restore useful data points of Lyapunov decay
that would otherwise be lost, as shown in Fig. 5.

In Fig. 2 the early and intermediate time de-
cay rates are shown as functions of the noise over
orders of magnitude. Initial decay rate Γ0 is
measured as the decay rate at t = 0, while in-
termediate time decay rate γ is measured both
as the rate at t = 2 and from fitting (γ, t0) to
the form f(t) = exp(−γ(t− t0)) for only points
in the intermediate time regime, where t ≥ 2
and f > 2/N . The two methods agree, ex-
cept at large noise where the intermediate time
regime includes less than two data points so the
fit becomes underconstrained. Initial decay is
seen to quickly diverge from FGR, which pre-
dicts Γ0 = Cσ2 for noise σ and some constant
C. Instead it asymptotically approaches the uni-
formly mixed limit of reaching f(1) = 1/N after
a single step. This slowing relative to golden rule
decay is crucial to observing the Lyapunov rate
on small systems. Intermediate time decay fol-
lows γ = min(λ,Γ) until sufficiently large noise
destroys this regime.

It should be noted that the early time regime of
the QSM described here has not been observed
in other models or analyses [40], though it ap-
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pears to be discernible in the QSM in Ref. [22].
Perturbation theory predicts a Gaussian early
time decay instead [40], but for this map dis-
crete time steps and fast decay cannot resolve
its very short time scale. The nearly constant
duration tearly ≈ 2 of this early time regime does
not match predictions either. Ref. [59] provides
t ≥ 1/Γ as the minimal time before Lyapunov
decay appears, yet for 1 ≤ Γ ≤ 4 considered in
Fig. 1 that would predict one discrete time step
rather than the observed two.

Lastly, we were unable to observe the band-
width limit mentioned in Ref. [40] after a search
up to 14 qubits. The bandwidth limit is the max-
imum fidelity decay rate that is reached when the
perturbed Floquet eigenstates have maximally
spread across the unperturbed Floquet eigen-
states, as measured by the local spectral density
of states. Further study may find whether this
lack of a bandwidth limit is due to the initial
conditions, system choice, or otherwise. Regard-
less it is convenient for exploring other dynamics
to not have such a restriction.

4 Lyapunov rate decay

An important objective for the simulation of
chaotic systems on few-qubit and NISQ devices is
the experimental observation of the Lyapunov ex-
ponent. A simple method for observing the clas-
sical Lyapunov exponent in a strongly quantum
system is through its fidelity decay rate, as de-
scribed in Sec. 3.2.2. (Or through related quanti-
ties like out-of-time-ordered correlators (OTOCs)
discussed in Sec. 5.) Here are described three
limitations to observing the Lyapunov exponent
in the fidelity decay rate in any chaotic quan-
tum system, with quantitative bounds given from
those limitations for the QSM.

4.1 Three bounds

The first limitation is that intermediate time fi-
delity decay of a classically-chaotic quantum sys-
tem goes as f(t) ∝ exp(−tmin(λ,Γ)) for classi-
cal Lyapunov exponent λ and FGR decay rate Γ.
This has been well established since the first pa-
pers on Lyapunov quantum fidelity decay [39, 40]
and is shown in the QSM in Sec. 3.2.2. The con-
dition for observing the Lyapunov rate is then

Figure 3: Parameter space showing when the Lya-
punov exponent can be observed in the fidelity decay
of the noisy QSM. Axes are the initial fidelity decay rate
Γ0(σ) = −(ln(f(1)) − ln(f(0))), dependent on noise
magnitude σ at given n, and the classical Lyapunov ex-
ponent λ(K). Dotted lines show bounds, with solid color
regions indicating when Lyapunov decay is clearly ob-
servable at different qubit numbers n: green for n = 6,
blue for n = 9, and red for n = 12.

bound (1):

Γ(σ) > λ(K). (16)

The initial golden rule decay rate Γ0 and interme-
diate time golden rule decay rate Γ are typically
equal (see Fig. 1(a) for small σ) so it is assumed
that Γ = Γ0 when drawing this bound in Fig. 3.

The second limitation is due to dynamical lo-
calization, discussed in Sec. 3.1. In the weak
chaos limit of small k (implying small K and λ
for constant L), the localization puts a halt to
chaotic diffusion. Level statistics show that as
localization length ` → 0 the dynamics transi-
tion gradually from quantum chaotic to entirely
regular [60]. This causes a transition from expo-
nential to algebraic fidelity decay [40]. Simula-
tions of the QSM with a simple noise model show
this transition on at least five qubits, though ex-
perimentally the transition has been observed on
three qubits [51].

One can obtain a diffusion bound specific to
when Lyapunov decay is desired by using small
L and large N , which increase the chance of
diffusion and therefore Lyapunov decay. From
Eq. 11 these limits enter the 0 < Kloc < 1 can-
tori regime, meaning diffusion occurs when K >
Kloc ≈ 3.12L4/5N−2/5. Assuming N � 17.3L2

implies that 0 < Kloc � 1, allowing use of the
power expansion of λ(Kloc) in Eq. 4 to derive
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Figure 4: Parameter values below which localization oc-
curs in the QSM, from Eq. 11, Eq. 4, and third order of
Eq. 17, respectively.

bound (2):

λ(K) & λ(Kloc)

≈ 1.77 L
2/5

N1/5 − 0.23 L
6/5

N3/5 + 2.43 L
8/5

N4/5 + ...

(17)

This bound is approximate for several reasons.
First, the diffusion bound is heuristically derived
and imprecise. Second, since localization occurs
after about ` time steps and ` is large near the
bound, Lyapunov decay could still occur dur-
ing the initial classical diffusion, suggesting this
bound is too strict. However in practice distin-
guishing the transition to localization may be dif-
ficult in few-qubit experiments. The algebraic de-
cay due to localization appears to pass through
many “exponential” rates and may be mistaken
for a single step of exponential Lyapunov decay
during the initial classical diffusion. This sug-
gests two steps of Lyapunov decay are needed,
similar to Figs. 1 with σ = 20, which will be ac-
counted for in the bound (3). Third and lastly,
it was assumed that n = log2(N) � 4 (when
L = 1). For the small n of current experiments
one should instead calculate Kloc from Eq. 11 and
plug into the exact λ(K) of Eq. 4 directly. This
approach is compared to the third order expan-
sion in Fig. 4.

The third limitation is competition from the
early time and late time decays. Sufficient noise
leading to short decay can cause the intermedi-
ate time Lyapunov decay to get squeezed out.
Figs. 1 and 2 demonstrate this at large noise
where the Lyapunov rate is no longer visible.
Since early time decay is numerically observed
to end at t = tearly ≈ 2 fairly consistently and
late time decay is seen to begin at f = alate/N

with alate ≈ 2, one can write a bound on the ini-
tial decay rate Γ0 to ensure these two don’t meet
as exp(−Γ0tearly) & alate/N . A stricter bound re-
quiring a clear Lyapunov signature must include
a number of intermediate time steps tlyap at the
Lyapunov rate, to avoid the ambiguity with alge-
braic decay. We choose tlyap = 2 as a reasonable
minimal number of Lyapunov steps. This gives
exp(−Γ0tearly − tlyapλ) & alate/N or bound (3):

Γ0(σ) . (ln(N/alate)− tlyapλ(K))/tearly. (18)
Unfolding the late time regime may be helpful
here by reducing alate. Since Γ0 varies with σ
more slowly than the quadratic FGR prediction,
as shown in Fig. 2, so Eq. 18 can be satisfied at
surprisingly large noise σ.

For very large systems, experimental statistics
become limited by the achievable number of sam-
ples S. In that case the late time limit changes
by alate/N → 1/

√
S.

These three bounds taken together form a tri-
angular “Lyapunov regime” in parameter space
as shown in Fig. 3.

4.2 Qubit and noise requirements
4.2.1 Qubit minimum

The first conclusion from the three bounds in
Fig. 3 is that a minimum of six qubits is needed
for a Lyapunov regime of non-zero area in pa-
rameter space to exist. This is a theoretical lower
bound for any platform. It assumes purely uni-
tary noise that at small noise strength produces
FGR fidelity decay.

If incoherent noise is also present, as is com-
mon in present day devices, the lower bound on
qubits only becomes more strict. In Ref. [51] it
was shown in simulation that incoherent Lind-
blad noise cannot alone generate fidelity decay at
the Lyapunov rate, but when paired with unitary
noise can produce a decay rate that is the sum of
the Lyapunov rate λ and Lindblad rate νeff, as-
suming the two noise processes are independent.
This acts only to tighten bound (3) by increasing
the total decay rate from Γ0 to Γ0 +νeff, shorten-
ing the simulation time. Therefore the minimum
number of qubits needed grows with the size of
the incoherent noise. Dependence on the unitary
noise will be discussed in the next section.

To verify the ability to observe Lyapunov-
limited decay on six qubits in practice, a sim-
ulation with the stochastic unitary noise model
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Figure 5: Simulations of minimal-qubit Lyapunov decay,
where n = 6, σ = 0.9, L = 1 and K is varied. Dashed
lines show theoretical Lyapunov decay projected from a
start at tearly = 2. Comparing the golden rule decay
for K ≥ 2.9 to Lyapunov decay at K = 0.6 shows
a small but noticeable difference. Localization-slowed
decay at K = 0.3 has a subexponential trend that is
difficult to clearly distinguish from Lyapunov decay at
intermediate times. Localization occurs for K < Kloc =
0.59. Fidelity is averaged over 62 initial conditions and
1000 realizations of the noise.

of Sec. 3.2.1 is provided in Fig. 5. In an experi-
ment the noise cannot be easily varied, except to
artificially increase it (which may be valuable in
this context), but K can be varied freely. For a
noise magnitude within the appropriate triangle
in Fig. 3, scanning K reveals the transition in the
decay rate from FGR to the Lyapunov rate λ(K)
for times t > tearly ≈ 2. However this ends at the
transition to localization at Kloc at the bottom
of the triangle. Two time steps of Lyapunov rate
decay are needed to distinguish it from the local-
ized algebraic rate decay. For six qubits the Lya-
punov regime ranges for noise and K are both
minuscule, so the effect is very subtle and the
second time step is slightly faster than the Lya-
punov rate. This is despite unfolding the late
time behavior per Sec. 3.2, which should slightly
increase the number of Lyapunov steps observed.
Still, the numerical results conform well to the
theoretical prediction that six qubits is the mini-
mal system size at which a Lyapunov decay rate
may barely be observed.

4.2.2 Noise scaling factors

One can determine the maximum allowable ini-
tial fidelity decay rate due to unitary noise within
the Lyapunov regime for a given number of qubits
n, which we call Γ0,max(n), from Fig. 3. Mean-
while experimental data from Ref. [51] shows that
executing the QSM on IBM-Q’s platform with

n ≥ 4 produces an initial decay too fast to re-
solve the rate Γ(t = 0, n) ≡ Γ0(n) from the 1/N
term in Eq. 14. Instead experiments with n = 3
provide a baseline at the current three-qubit de-
cay rate Γ0(n = 3). By comparing Γ0(3) to the
target Γ0,max(n) at given n while accounting for
the scaling with n, one can determine the factor
of error reduction needed to reach the Lyapunov
regime.

From a hardware perspective it is more useful
to focus on the reduction in error per CNOT gate,
neglecting the small contribution from single-
qubit gate error. To do so, note the simple re-
lationship at given n between the first-step un-
folded decay rate Γ0, the error per CNOT gate ε,
and the “effective” gate depth G, which is the
gate count divided by the error improvement due
to gate parallelization [51]. These are related by

exp(−Γ0(n)) = (1− ε(n))G(n) (19)
ε(n) = 1− exp(−Γ0(n)/G(n))

≈ Γ0(n)/G(n) for G(n)� Γ0(n).
(20)

The goal is to calculate the required gate error
reduction

r(n) ≡ ε(n)/εmax(n)
= ε(n) ∗G(n)/Γ0,max(n) (21)

from the present day error ε(n) (based on error
scaling models and recent benchmarks) to the
maximum allowable error εmax(n) (based on gate
scaling and our three bounds) in order to reach
the Lyapunov regime with n qubits. We consider
three dominant factors in this analysis: Γ0,max(n)
increasing with n per Fig. 3; G(n) increasing
with n as the circuit decomposition grows in size
per Ref. [51]; and ε(n) increasing with n due to
crosstalk from additional qubits.

The value of Γ0,max(n) comes from the inter-
section of bounds (2) and (3) at the right corners
of each triangle in Fig. 3. Setting both bounds
to equalities yields

Γ0,max(n ≥ 6) ≈ ln(N/2)/2− 1.77 L
2/5

N1/5

+ 0.23 L
6/5

N3/5 − 2.43 L
8/5

N4/5 (22)

≈n ln(2)/2 for large n

using third order in λloc as a decent approxima-
tion at large n according to Fig. 4. Γ0,max(n < 6)
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is not defined as the Lyapunov regime occupies
zero area in parameter space. We will keep L = 1
to make bound (2) minimally strict.

That leaves the scaling of G(n) and ε(n), which
depend strongly on the architecture of the quan-
tum platform. To allow for variance in the ar-
chitectures of future platforms, we will consider
a range of possible scalings for each of these.

4.2.3 Architecture dependent scaling

The scaling of effective gate depth G(n) and av-
erage two-qubit gate error ε(n) with increasing
number of qubits n depend primarily on four fea-
tures: the connectivity of qubits; the ability to
reduce the two-qubit gate count or depth using
circuit optimization algorithms; the ability and
effectiveness of parallelizing gates to reduce total
error; and the model of crosstalk.

The gate count grows when poor connectiv-
ity requires additional SWAP gates to communi-
cate between unconnected qubits, but shrinks if
circuit optimization algorithms can be efficiently
employed. The effective gate depth G(n) then
depends on gate count, the ability to parallelize
an algorithm’s gates, and the error reduction due
to that parallelization on the given hardware.

Meanwhile the two-qubit gate error ε(n) scales
with crosstalk, but must account for base error
without crosstalk and error enhancement during
complex dynamics [51]. A simple model of these
effects on error would be

ε(n) = adyn(εbase + εcrossnnb,act

+εcross,inactnnb,inact) (23)

where the base error εbase is increased by
crosstalk proportionally to the number of neigh-
bor qubits and then scaled by the dynamics.
Dynamical decoupling experiments have shown
that even inactive ground state qubits can con-
tribute to crosstalk [61]. Since inactive and ac-
tive qubits may contribute different magnitudes
of noise, we count them separately as nnb,inact and
nnb,act with associated crosstalk errors. Dynam-
ics may affect all error terms differently, or even
have its own dependence on n. However, for sim-
plicity we assume the QSM dynamics contributes
a constant, uniform factor adyn.

With this model, the effects of architecture on
the scalability of the Lyapunov regime can be ex-
plored with minimal assumptions by considering

the extreme worst and best case scenarios. For
specific platforms these scenarios can then be tai-
lored to a more appropriate range.

The hypothetical worst case architecture has:
a linear qubit topology to produce minimal con-
nectivity; ineffective circuit optimization algo-
rithms; either the inability to parallelize or no
total error reduction from parallelization; and the
maximum crosstalk errors εcross, εcross,inact that fit
the benchmarking data and architecture. Ineffec-
tive circuit optimization could be due to the NP-
completeness of finding an optimal circuit decom-
position [62]. The number of extraneous connec-
tions to inactive qubits away from the chain ends
is assumed negligible, as otherwise they would be
included in the simulation for increased connec-
tivity and better overall performance.

The hypothetical best case architecture we will
consider has (without error correction): all-to-
all connectivity; an optimal gate count achieved
by either the algorithm or an efficient circuit op-
timization algorithm; full parallelization of two-
qubit gates throughout the algorithm; the small-
est crosstalk errors that fit the benchmarking
data and architecture; and no larger device than
necessary, n = ndevice.

Effective gate depth G(n) of the QSM com-
bines the exact algorithm in Refs. [21, 51] with
factors for poor connectivity in the worst case
or effective parallelization and circuit optimiza-
tion in the best case. The algorithmic gate count
for a forward-and-back simulation is 4n2 − 4n
CPHASE gates. Linear topology without optimiza-
tion requires chains of SWAP gates to connect
qubits an average of (n+ 1)/3 connections away,
with two SWAPs needed per connection beyond
the first. This incurs a cost of approximately
2((n+ 1)/3− 1) SWAPs per CPHASE gate on aver-
age. If SWAP and CPHASE gates are converted to
native CNOT or MS gates, at a rate of three gates
per SWAP and two per CPHASE, then the factor in-
crease of native gates due to linear topology is
(n− 1). Parallelization can typically reduce gate
depth by up to n/2, while circuit optimization de-
pends on both topology and the software package
being used. For simplicity, here we assume a fac-
tor of 2 improvement in gate count for all-to-all
connectivity that might be achievable in the fu-
ture based on the 80% reduction we observed on
three qubits using Qiskit.

For ε(n), the worst and best cases on different
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Bounds ε(n) (approx.) G(n) (approx.) r(n) (approx.)
IBM-Q worst 0.05 8n(n− 1)2 0.9n2 + 2n
IBM-Q best 0.008n+ 0.004 8(n− 1) 0.1n+ 0.5
IonQ worst 0.3 8n(n− 1) 6n+ 20
IonQ best 0.03 4(n− 1) 0.3 + 0.8/n

Table 1: The error reduction per gate r(n) needed to observe the Lyapunov regime as a function of n qubits. The
scaling factors of gate error ε(n) and effective gate depth G(n) are bounded by two extreme scenarios based on
uncertainties in future architecture. r(n) is calculated from Eq. 21 to next to leading order. The factor Γ0,max(n)
is approximated as 0.43n − 1.6, a close linear fit to its exact form Eq. 22 in the relevant range 6 ≤ n ≤ 12. Error
models and gate depths specific to two leading quantum hardware platforms, IBM-Q and IonQ, are considered.

Figure 6: The factor r(n) (see Table 1) by which error
per two-qubit gate must be reduced on IBM-Q and IonQ
for them to reach the Lyapunov regime, as a function of
number of qubits n used in the simulation. For each, two
possible future cases are considered: the best case as-
sumes all-to-all connectivity and maximal effective par-
allelization, while the worst case makes the fewest such
assumptions based on current hardware. The exact ex-
pression for Γ0,max(n) is used.

architectures lead to different simplifications of
Eq. 23. In general, crosstalk comes from neigh-
bors, in both space and frequency, of the two
qubits targeted by the gate. Only nearest neigh-
bors in space will be considered here.

4.2.4 IBM-Q scaling

For the open access IBM-Q platform, the error
model Eq. 23 can be roughly tailored based on
published results.

The crosstalk error from inactive ground state
qubits is difficult to disentangle given our lim-
ited data and the number of other unknowns.
Ref. [61] did show that on IBM-Q inactive neigh-
bor qubits in various states can cause fidelity os-
cillations in an active qubit, increasing average
error. This could influence RB and other experi-
ments. Fortunately, based on the best and worst

case topologies, the number of inactive neighbor
qubits is negligible for the target simulation sizes
of n ≥ 6. This is due to the fact that linear topol-
ogy only has neighbors at the ends of the chain
and the assumption that the best case topology
is no larger than necessary. When instead us-
ing data from smaller systems to fit parameters,
we can reasonably attribute all error to other
sources without compromising the goal of esti-
mating best and worst case scenarios. Therefore,
inactive qubit crosstalk can be excluded from the
present analysis by setting εcross,inact ≈ 0.

The remaining parameters can be fit in the
best and worst cases to several benchmarking ex-
periments. Without inactive qubit crosstalk, one
can use IBM-Q’s reported RB gate error from
Ref. [51] as the base error, εbase ≈ 0.006. For dy-
namics and crosstalk it is useful to compare our
n = 3 QSM experiment in that reference to n = 2
RB for the same device and time. The QSM gate
error of ε ≈ 0.03 was about 5× larger.

In the worst case, this increase in error might
be attributed entirely to crosstalk from the single
active neighbor, with no increase due to dynam-
ics. This produces a model ε(n) = 0.006(1 +
4nnb,act). However, since the worst case is as-
sumed to have linear topology, its number of ac-
tive neighbors approaches nnb,act = 2 for the tar-
get system sizes of n ≥ 6. So the error model
for those system sizes simplifies to the constant
ε(n) = 0.05.

In the best case, the increase in error can be at-
tributed mostly to the constant dynamics term,
adyn, with a bare minimum of crosstalk. This
minimum crosstalk comes from another experi-
ment Ref. [63] that demonstrates the presence of
active qubit crosstalk on IBM-Q devices. That
experiment finds a wide range of increased gate
error as a neighbor qubit is switched from inac-
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tive to active. After attributing inactive qubit
crosstalk to base error as discussed above, and
excluding one outlier where crosstalk greatly de-
creased the error, the smallest change out of five
experiments is a factor of 1.4 increase in error.
This suggests εcross ≈ 0.4εbase. Assuming this
minimum crosstalk, the QSM experiment im-
plies adyn ≈ 4. Since the best case is assumed
to have all-to-all connectivity and n = ndevice,
each two-qubit gate has many active neighbors
nnb,act = n − 2. The total error model of the
QSM is then ε(n) = 0.004 + 0.008n.

For effective gate depth G(n), CPHASE and
SWAP gates are converted to CNOT gates. In the
worst case, the algorithmic gate count of 8n(n−1)
is modified by a linear topology factor of exactly
(n − 1) to connect distant qubits, for a total of
G(n) = 8n(n − 1)2. In the best case, factors of
2/n for parallelization and 1/2 for optimization,
assumed to be constant with n, reduce the total
to G(n) ≈ 8(n− 1).

Inserting these results and the derived scaling
of Γ0,max(n) in Eq. 22 into Eq. 21 results in Ta-
ble 1 and the blue lines in Fig. 6. The figure uses
the exact expression for Γ0,max(n) but otherwise
reflects Table 1.

Using these, one can estimate the current ini-
tial decay rate on six qubits, assuming existing
linear topology. The tradeoff of εcross and adyn

between worst and best cases is still applicable.
Then approximating nnb,act ≈ 2, the range of er-
ror is ε(6) ∈ [0.04, 0.05]. For G(n) the best case
now uses linear topology but with improvements
from highly effective parallelization and circuit
optimization, for a form G(n) ≈ 8(n − 1)2. The
range is then G(6) ∈ [200, 1200]. Combining
these yields Γ0(6) = ε(6)G(6) ∈ [8, 60], far from
the desired Γ0,max(6) ≈ 0.9. This shows that the
decay rate is too fast for even a single useful time
step.

The forms of control IBM-Q could exert within
the range in Fig. 6, aside from error reduction,
are to increase qubit connectivity, to scale up
their circuit optimization algorithms, and to in-
crease coherence times of active qubits towards
the times of idle qubits to make parallelization
more effective. Of these, connectivity would pro-
vide the clearest gain by both decreasing gate
count and increasing ability to parallelize, at the
(smaller) cost of additional crosstalk.

The apparent reason for poor connectivity in

current IBM-Q devices is their focus on hexag-
onal lattices for the goal of fault tolerance
[64]. However other groups have explored all-to-
all connectivity in superconducting architectures
[65, 66, 63], though not yet at the scale of six
qubits.

If connectivity is kept low, there is still much
possiblity for improvement. The SWAP gates
caused by low connectivity increase the potential
for optimization over the algorithmic gates alone.
Achieving scalable circuit optimization and/or
highly effective parallelization in a sparse topol-
ogy could reduce G(n) to O(n2) or even O(n),
equalling or even surpassing the “best” case r(n)
of all-to-all connectivity. This would be particu-
larly attractive if reducing crosstalk in a highly
connected topology proves too difficult.

4.2.5 IonQ

Ion traps are another leading architecture type,
and it is worth estimating how far they might
be from the Lyapunov regime. A single CNOT
gate from the QSM decomposition can be con-
verted to a single Mølmer-Sørensen (MS) gate
plus single-qubit gates [67], so the same scal-
ing of two-qubit gates applies. IonQ is chosen
here to represent current capability since they
have demonstrated algorithms on an 11-qubit
quantum computer [68], making them compet-
itive with IBM-Q. They benefit from all-to-all
connectivity, though they do not presently offer
parallel gates. (Limited parallel gates have been
demonstrated on IonQ, but suffer from large con-
trol error and gate duration [69].) The quantum
charge-coupled device (QCCD) architecture em-
ployed by Quantinuum and others is designed for
large parallelization [70], so fully parallel gates
will still be considered.

The long idle qubit coherence times of ion traps
would at first glance suggest little gain from par-
allelization, as two gates in parallel would have
similar error as two gates in series [51]. How-
ever, ion trap two-qubit gates are physically re-
alized as all-qubit gates, with motional dephasing
and other time-sensitive control errors as major
sources of error [71]. Which errors dominate is
determined by the form of calibration used [72],
among other factors, so the benefit of paralleliza-
tion, while real, appears highly context depen-
dent.

Equation 23 can again be roughly tailored

Accepted in Quantum 2022-07-23, click title to verify. Published under CC-BY 4.0. 13



for IonQ. One unique feature of their device
is that, due to their calibration procedure, the
main crosstalk error is entirely experienced by the
neighbors in the form of Raman beam tails [72],
providing a physical reason to set εcross,inact = 0
for qubits that get measured. If one restricts
crosstalk discussion to this beam tail type, it also
implies that only spatial neighbors in a chain of
ions can be involved in crosstalk, despite the ca-
pability of all-to-all gates. This means nnb,act ≈ 2
for the target n ≥ 6 simulations.

More pessimistically, other effects could still
cause error to increase with n. For one, the
difficulty of constructing each two-qubit gate in-
creases with the device size ndevice, due mostly to
tightly packed motional modes requiring longer
gates to correctly cancel all motion [69, 73]. This
could cause gate error to scale as εbase ∼ ndevice.
Another is the axial heating rate which can grow
due to the axial mode frequencies decreasing with
more qubits [74]. However, neither of these ef-
fects need be accounted for in the present anal-
ysis. Since we will use benchmarking data from
an 11-qubit device and the present scope is 12 or
fewer qubits, these considerations are accounted
for in the data and should not cause further dif-
ficulties in our range of interest.

The remaining parameters can be fit from
data. This will entirely rely on their benchmark-
ing paper Ref. [68]. They first prepare a bell state
as a measurement of base error, εbase ≈ 0.03.

A range of crosstalk error εcross can be ex-
tracted from another benchmark in that refer-
ence, the 10-qubit Hidden Shift, again with sim-
ple, Clifford dynamics. While they do not re-
port error per two-qubit gate, if one attributes
the extra error solely to two-qubit gates (as
seems reasonable from their consistent total er-
ror with increasing single-qubit gate count), the
gate error can be calculated by comparing ex-
pected and observed fidelities in the equation
0.4/0.6 ≈ ((1 − ε)/(1 − 0.03))10. This yields
ε = εbase + 2εcross ≈ 0.07 and therefore εcross ≈
0.02. An uncertainty of about 0.01 can be esti-
mated from the error bars. More encouraging re-
sults from IonQ’s Bernstein-Vazirani experiment
in the same reference suggest εcross ≈ 0. Together
they provide a range from best to worst case of
εcross ∈ [0, 0.03] = [0, 1]εbase.

The effect of QSM dynamics adyn requires a
QSM experiment to determine. In the absence of

such experiments on IonQ, we borrow the range
from IBM-Q of adyn ∈ [1, 4]. Unlike IBM-Q, the
uncertainties in εcross and adyn are not correlated,
so the final model has a larger spread. The range
is a constant in ε(n) = [0.03, 0.3].

For the scaling of G(n), the abilities to par-
allelize two-qubit gates and optimize the circuit
can reduce gate depth. Starting from the worst
case gate count of G(n) = 8n(n − 1), reducing
by 1/n for parallelization and 1/2 for circuit op-
timization yields G(n) ≈ 4(n− 1).

These results and the associated r(n) expres-
sions are given in Table 1 and by the orange lines
in Fig. 6. The combination of constant scaling
of gate error and high connectivity is encourag-
ing. Parallel gates would reduce r(n) by an order
of magnitude, while another order of magnitude
lies in the uncertain factors for crosstalk and es-
pecially dynamics, which require further study.

4.2.6 Discussion

The ranges of improvement needed according to
Fig. 6 are sobering yet encouraging. In the ab-
sence of architectural improvements, both plat-
forms lean towards the worst case, requiring two
orders of magnitude in error reduction for this
relatively simple objective. However, the best
cases show the potential of improved architec-
ture, such as the QCCD architecture that realizes
parallel gates while likely maintaining constant
scaling of crosstalk. Whether this parallelization
causes an effective error reduction is a topic for
future study.

One remaining uncertainty is in the scaling of
the dynamical factor adyn with n under complex,
non-Clifford dynamics. It was assumed here to be
constant, and measured from a three-qubit QSM
simulation, but further study is needed to investi-
gate the dependence on n. This is important not
only for the QSM but for any plan for quantum
advantage, which all require non-Clifford gates
[75].

Another caveat that inflates these r(n) esti-
mates is that this analysis attributed experimen-
tally observed fidelity decay rates entirely to the
FGR initial decay rate Γ0 caused by unitary er-
rors. In contrast, Ref. [51] found that exper-
imental results from IBM-Q were qualitatively
explained by an incoherent Lindblad model but
not by a unitary noise model. Large incoherent
noise is observed even on idle qubits on IBM-Q,
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and only increases in the presence of gates. This
all implies that the present day FGR rate Γ0 is
much smaller than suggested by the gate error ε,
and that the incoherent decay rate νeff is large
and must be accounted for. The main conse-
quence is a much stricter bound (3) that requires
more than six qubits to satisfy, as discussed in
Sec. 4.2.1. The analysis of the error reduction
r(n) still largely applies to reducing incoherent
noise, with the correction to Γ0,max(n) depend-
ing only on νeff and the corresponding minimum
number of qubits. This requires a careful exper-
imental analysis of the relative roles of unitary
and incoherent errors in a given device, which is
beyond the scope of this paper.

Lastly, progress towards these reductions in er-
ror through r(n) can already be made through
software-level noise mitigation methods. These
include: dynamical decoupling to suppress de-
coherence on idle qubits [76], randomized com-
piling to reduce Markovian noise to stochastic
Pauli errors with reduced worst-case error [77],
and measurement error mitigation [78]. Even
non-Markovian noise can be mitigated by tech-
niques such as randomized dynamical decoupling
[79]. These reduce the burden on hardware, but
until fault tolerance is achieved they are only a
partial solution.

5 Conclusion

In this paper the quantum simulation of the Lya-
punov exponent was studied as a test for semi-
classical chaos in a quantum system and minimal
bounds were given for its observation on future
few-qubit quantum devices. The Lyapunov ex-
ponent is observable as the slowing of quantum
fidelity decay down to the classical Lyapunov rate
when the dynamics are chaotic (diffusive) and
noise is large yet not overwhelming. The mech-
anism is a competition between additive decay
rates in which the slowest rate lasts the longest
and becomes observable.

To find the most plausible route to this Lya-
punov regime, a particularly resource-efficient
quantum map was chosen, the quantum sawtooth
map. The classical and quantum dynamics of this
map were described, bounds on its dynamical lo-
calization were given, and simulations of its time
and noise regimes were shown. The specifics of
the quantum sawtooth map were then used to

derive three quantitative bounds that must be
satisfied to observe Lyapunov rate fidelity decay.
Together those bounds formed a triangular region
in parameter space with an area dependent on
the number of qubits used, shown in Fig. 3. From
this it was predicted that a minimum of six qubits
is necessary to observe Lyapunov decay in the
quantum sawtooth map, independent of hard-
ware platform. While other quantum maps were
not analyzed closely, they are largely expected to
require at least six qubits and even lower error
per gate to reach the Lyapunov regime.

Lastly, numerical simulations and experimen-
tal data [51] were employed to chart a path for-
ward. While numerical results showed concretely
how six or more qubits could exhibit Lyapunov
decay, scaling arguments were employed to un-
derstand the relative importance of improving ar-
chitecture versus reducing noise in Fig. 6.

For IBM-Q it was found that 2−70× less error
per CNOT gate, including crosstalk, may enable an
observation of Lyapunov decay on no fewer than
six qubits. This range captures tradeoffs in fu-
ture architectures, most prominently connectiv-
ity and gate parallelization, as well as uncertainty
in the magnitude of crosstalk and the scalability
of software-based optimization. For IonQ it was
estimated that 0.4− 80× less error per Mølmer-
Sørensen gate may enable an observation of Lya-
punov decay. This range captures the possibility
of parallel gates and uncertainty around the mag-
nitude of dynamical and crosstalk effects.

For more than six qubits the larger Hilbert
space lowers the 1/N fidelity limit which allows
for faster initial decay, resulting in surprisingly
accessible scaling. This is only possible due to the
noise-resilient nature of observing the Lyapunov
exponent. This demonstrates the efficiency of us-
ing fidelity to extract useful quantum information
and achieve quantum advantage.

While Sec. 4.2 only considered IBM-Q’s super-
conducting architecture and IonQ’s trapped ion
architecture, there are many promising quantum
testbeds coming online for which a similar analy-
sis can be performed. Other near term platforms
that use superconductors, trapped ions, neutral
atoms, photons, or other qubit types may have
more favorable trade-offs in terms of connectiv-
ity, parallelization, crosstalk, and other factors
that could help to reach the Lyapunov regime
more quickly. One example of such a trade-off is
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the optimal control approach used by the LLNL
Quantum Design and Integration Testbed (Qu-
DIT) [80, 9], which computes waveforms for ar-
bitrary gates to reduce the gate depth. This was
shown to outperform Rigetti by an order of mag-
nitude in simulation duration, in proportion to
the length of Rigetti’s native gate decomposition
[5].

Out-of-time-ordered correlators (OTOCs) are
a quantum analogue to the classical Lyapunov ex-
ponent that have been widely explored recently,
but were not considered in this work. They al-
low probing of exponential information scram-
bling in quantum-chaotic systems [81, 82]. Re-
cent work suggests deep connections between the
fidelity (Loschmidt echo) and OTOCs [83]. Both
could potentially detect quantum chaos on near-
term quantum devices, and OTOCs were even
noted recently to show an exponential trend on
fewer qubits than the fidelity [84]. However the
OTOC growth rate is known to differ in several
ways from the Lyapunov exponent [81] so the fi-
delity may be more reliable for quantum-classical
correspondence. Additionally, the fidelity is per-
fectly suited to observing the Lyapunov exponent
in the presence of large noise, whereas the study
of quantum-classical correspondence of OTOCs
in the presence of noise is still developing [85, 86].

In addition to the single-body quantum chaos
studied here, simulating many-body quantum
chaos is also of great interest. A popular choice
for this is quantum spin chains with local in-
teractions, partly due to their natural mapping
to qubits with local gates. However quantum
maps can also be generalized to many-body sys-
tems by adding local coupling terms in the poten-
tial energy. One example is the classical many-
body kicked rotor [87], which has a correspond-
ing quantum Hamiltonian [30] and therefore a
quantum map. This allows simulation of many-
body quantum chaos without need for trotter-
ization, potentially realizing interesting dynam-
ics in fewer time steps. The main questions are
whether this gain is undone by the need for a
quantum Fourier transform and whether efficient
algorithms for such systems exist.

The fields of quantum and classical chaos are
ripe for exploration via quantum simulation, and
hopefully the objective outlined here will be the
first of many similar advances.

Figure 7: Classical diffusion dependence on the variance
ε2 of random noise in parameter K.
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A Effect of noise on the classical saw-
tooth map

Noise in a classical sawtooth map can be under-
stood through its effect on diffusion. For the ran-
dom noise in parameter K considered in this pa-
per the noise itself can dominate the diffusion,
potentially affecting the localization condition in
the quantum system. As shown in Fig. 7 the ef-
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fect of noise is greatest in the quasi-integrable
regime −4 < K < 0, but still significant in the
chaotic regime K > 0. When the dynamics are
chaotic these results can be understood through
a random phase approximation

DK,ε ≈ 〈(∆J)2〉 = 1
2π

∫ π

−π
dθ〈(K + ξ)2〉θ2

= π2

3 (K2 + ε2) (24)

Different dependence can occur for different types
of noise. For instance noise directly in the update
rule for θ has a negligible effect on diffusion in the
chaotic regime, as shown for the standard map in
Fig. 5.20 of Lichtenberg and Lieberman [88].

Note that one can use ε = σ ∗ 2πL/N to con-
vert σ to ε in the Lyapunov regime, with L = 1
assumed to maximize the extent of the Lyapunov
regime. For the largest σ that allows detection
of the Lyapunov regime (see Figs. 1 and 5) at
various n ≤ 12 one finds ε2 < 0.01, suggesting
a negligible effect of noise on the diffusion for
K � 0.1.
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Seligman, and Marko Žnidarič. Dynam-
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