Certification of quantum devices received from unknown providers is a primary requirement before utilizing the devices for any information processing task. Here, we establish a protocol for certification of a particular set of $d$-outcome quantum measurements (with $d$ being arbitrary) in a setup comprising of a preparation followed by two measurements in sequence. We propose a set of temporal inequalities pertaining to different $d$ involving correlation functions corresponding to successive measurement outcomes, that are not satisfied by quantum devices. Using quantum violations of these inequalities, we certify specific $d$-outcome quantum measurements under some minimal assumptions which can be met in an experiment efficiently. Our certification protocol neither requires entanglement, nor any prior knowledge about the dimension of the system under consideration. We further show that our protocol is robust against practical non-ideal realizations. Finally, as an offshoot of our protocol, we present a scheme for secure certification of genuine quantum randomness.

1 Introduction

With the rapid development of quantum information science along with its multi-faceted applications in communication and cryptographic protocols, guaranteeing the functioning of quantum devices received from untrusted providers becomes one of the basic requirements for modern quantum technologies. The task of ensuring the proper functioning of the quantum devices can be designed by utilizing the intrinsic features of quantum physics through certification or verification protocols. Several certification protocols have been designed till date with the desiderata of efficiency, security and less resource consumption. Tomography [1, 2, 3], randomized benchmarking [4, 5, 6, 7] and self-testing [8, 9, 10] are notable among them.

Tomography is one of the foremost traditional methodologies for characterizing unknown quantum preparations, measurements, or processes [1, 2, 3]. However, from an operational perspective, wherein a set of unknown quantum devices are intended to perform information processing or computational tasks, quantum tomography is inadequate. In order to carry out tomography of an unknown quantum device, one first needs to know the dimension as well as the relevant degrees of freedom of the physical system that comprises the device, and accordingly, some other fully characterized quantum devices are essential. For instance, for the tomography of an unknown two-outcome qubit measurement, at least three completely known qubit preparations are required. Therefore, tomography of quantum state preparation, process or measurement is a rather resource consuming method. A similar but less resource consuming method is randomized benchmarking which aims to characterize gate errors in an efficient and robust way in terms of the average overlap between the physical quantum states, measurements or processes and their ideal counterparts [7].

Motivated by certain key features of quantum information theory, other ingenious certification methods have been introduced in recent years. These certifications rely upon various non-classical correlations observed only from the statistics that the devices generate. Moreover,
these methods do not require full characterization of any of the devices and, hence, are categorized as device-independent certification protocols. In a fully device-independent scenario, all involved devices are considered as black boxes, thus requiring minimal assumptions on the underlying states and measurements. On the other hand, in a semi device-independent scenario, some assumptions on the devices are required. Apart from their fundamental interests, these certifications have been shown to be immensely useful in many information processing tasks, like quantum key distribution [11], secure randomness expansion [12], quantum computation [13], and so on.

The most complete form of device-independent certification, namely, self-testing, employs entanglement and other non-local correlations. With the requirement of space-like separated systems, self-testing provides the optimal possible characterization of entangled systems and quantum measurements without assuming any internal functioning of the devices. Historically, it was first designed in order to certify certain maximally entangled two-qubit states and non-commuting qubit measurements employing the maximum quantum violation of the Bell-CHSH (Bell-Clauser-Horne-Shimony-Holt) inequality [8, 9]. Since then, several other self-testing protocols have been proposed [14, 15, 16, 17, 18, 19, 20].

Semi device-independent self-testing protocols have also been investigated [21, 22, 23, 24, 25, 26] employing Einstein-Podolsky-Rosen steering. Moreover, semi device-independent certification for prepare and measure scenarios have been studied [27] with the assumptions on the dimension of the underlying Hilbert space. Another class of certification techniques introduced recently, relies on some features of the measurement devices. Out of these, the ones exploiting quantum contextual correlations presume repeatable measurements with certain compatibility relations [28], or without any compatibility relations [29].

Quantum measurements are one of the most important and key resource in quantum technologies and play a crucial role to reveal the counter-intuitive quantum advantages in non-classical phenomena. There are several protocols proposed till date to certify various quantum measurements, but most of them either require entanglement [30, 31, 32, 33, 34], a costly resource, or need certain assumptions or trust on the measurement devices to be certified [27, 35]. Certification of \( d \)-outcome measurements (where \( d \) is arbitrary) has received attention in a few works [15, 17] involving scenarios that require a large number of measurements by each of the observers sharing the entangled state. Recently, certification of \( d \)-outcome measurements has been proposed based on the Salavrakos-Augusiak-Tura-Wittek-Aćin-Pironio (SATWAP) Bell inequalities [36], which involve two measurements on both sides of the shared entangled state [37]. However, the above mentioned Bell-nonlocality based protocols require both entanglement as well as space-like separated subsystems in order to ensure loophole-free Bell violation. Therefore, a more efficient certification protocol involving less resources and minimal assumptions for \( d \)-outcome measurements is in order.

With the above motivation, here we aim to present a protocol to certify some specific \( d \)-outcome quantum measurements (with \( d \) being arbitrary) employing the non-classicality of temporal correlations. Our proposed protocol uniquely (up to some isometry) identifies which set of measurements is being implemented by an unknown device using measurement statistics and some partial (not tomographically complete) information. We consider a scenario involving one preparation device and one measurement device. The preparation device produces a maximally mixed state of an unknown dimension on which the measurement device performs measurements twice in sequence. In this scenario, we propose a set of temporal inequalities (satisfied by classical devices) pertaining to different values of \( d \), containing time separated correlation functions corresponding to successive measurement outcomes. Using quantum violations of these inequalities, we certify a particular set of \( d \)-outcome quantum measurements without requiring entanglement or any prior knowledge about the dimension of the system. Our scheme relies on certain minimal assumptions that can be met in practice. We further show that our protocol is robust against non-ideal realizations. Our certification protocol moreover enables us to formulate a scheme for genuine randomness certification.

The rest of the paper is organised as follows. In the next Section, we first present the scenario along with the required assumptions. We next
propose a criterion certifying that the measurement effects are projectors. In Section 3, we provide our desired set of temporal inequalities along with their sum-of-squares decompositions under the assumptions considered here. In Section 4, we formulate our scheme for certifying 6-outcome quantum measurements and its robustness analyses. Next, we demonstrate in Section 5 the framework for secure randomness certification based on our proposed certification protocol. Finally, Section 6 is reserved for concluding discussions along with some future perspectives.

2 Scenario

Consider the scenario where at first a preparation device $P$ prepares a state $\rho^{(P)} \in \mathbb{B}(\mathbb{C}^D)$ of an arbitrary dimension $D$. This prepared state is then subjected to a measurement device $M$ that performs measurement of the observable $A_i$ upon receiving an input $i$ with $i \in \{1, 2, 3, 4\}$. The post-measurement state is again subjected to the same measurement device $M$ that receives another input $j$ with $j \in \{1, 2, 3, 4\}$ and performs measurement of the observable $A_j$. In each experimental run, $M$ receives the ordered pair of inputs $(i, j)$ randomly. The outcomes of the measurement of $A_i$ are denoted by $a_i$, where $a_i \in \{0, 1, \ldots, d-1\}$. The outcome statistics thus produced are the joint probabilities $p(a_i, a_j | A_iA_j)$ with $i, j \in \{1, 2, 3, 4\}$ and $a_i, a_j \in \{0, 1, \ldots, d - 1\}$. Here, $p(a_i, a_j | A_iA_j)$ denotes the joint probability of getting the outcome $a_i$ when the measurement of $A_i$ is performed on the initially prepared state $\rho^{(P)}$, and the outcome of $a_j$ when the measurement of $A_j$ is performed on the post-measurement state of $A_i$. This scenario is depicted in Fig. 1.

2.1 Assumptions

We make the following two assumptions:

**Assumption 1.** The preparation device $P$ prepares the maximally mixed state $\rho^{(P)} = \mathbb{1}/D$, where the dimension $D$ is not required to be known for the realization of the protocol.

**Assumption 2.** The measurement device $M$ always returns the actual post-measurement state, and does not have any memory.

Note that one does not need to know the dimension of the state prepared by $P$ in order to realize the certification protocol. However, one must trust that $P$ always prepares maximally mixed state. In other words, an unknown supplier provides a preparation device $P$ producing an input state $\rho^{(P)} \in \mathbb{B}(\mathbb{C}^D)$ and a measurement device $M$ performing measurements of four possible observables acting on the same Hilbert space $\mathbb{C}^D$ (where $D \geq 2$ can have any integer value). We don’t know the dimension $D$ or which particular measurements are performed by $M$, but we trust that the supplier has devised $P$ in such a way that $\rho^{(P)}$ is a maximally mixed state. As we show later, such an assumption or trust on the preparation device is necessary, else the measurements cannot be certified uniquely using our proposed temporal inequalities. Since, our motto is not to certify the initial state prepared by the preparation device, we can assume the preparation device to be trusted.

A maximally mixed state can be prepared in the laboratory by subjecting an arbitrary state to a completely depolarizing channel, whose experimental realizations and identification are well-studied [38, 39, 40, 41]. Alternatively, one can prepare a $D$-dimensional maximally mixed state in optical set-up by subjecting a single photon through a multi-branch Mach-Zehnder interferometer [42, 43] having $D$ number of arms. In each experimental run, one can ensure that the photon passes through a particular arm with unit probability by using specific alignments of a set of mirrors. Hence, this will allow to create mutually orthonormal states in the path degrees of freedom by sending the photons through different arms in different runs. Finally, taking equal mixture of these mutually orthogonal states by using a random number generator to fix the arm through which the photon will pass in each run.

![Figure 1: The scenario involves a preparation device](image-url)
higher dimensional maximally mixed state can be generated.

On the other hand, Assumption 2 has two implications. First, no quantum channel is applied on the post-measurement state before the later measurement \( A_j \), ensuring that the second measurement acts on the actual post-measurement state. Second, the specifics of the later measurement depend only on the second input \( j \), and independent of the first input \( i \) as well as the outcome of the first measurement \( a_i \).

Although this scenario for certification of measurements requires some assumption on the preparation state and measurement device, it is efficient in the sense that entanglement or other spatial correlations are not necessary for this scheme.

Next, let us derive the expressions of the measurement statistics produced in the aforementioned scenario under Assumptions 1-2.

In general, the measurement of \( A_i \) (where \( i \in \{1, 2, 3, 4\} \)) is represented by the POVM (Positive Operator Valued Measure) as: \( A_i \equiv \{ M_i^0, \cdots, M_i^{d-1} \} \) with \( M_i^a \geq 0 \) for all \( a_i \in \{0, \cdots, d-1\} \) and \( \sum_{a_i=0}^{d-1} M_i^{a_i} = 1 \). Here, each \( M_i^a \) is called a measurement effect corresponding to outcome \( a_i \). The general form of the respective Kraus operators \( \{ K_i^{a_i} \} \) of the POVM \( A_i \) is given by,

\[
K_i^{a_i} = U_i^{a_i} \sqrt{M_i^{a_i}},
\]

where \( i \in \{1, 2, 3, 4 \} \), \( a_i \in \{0, \cdots, d-1\} \), and \( U_i^{a_i} \) are some unitary operators.

Using these notations, the unnormalized post-measurement state \( \rho_i^{a_i} \), when the outcome \( a_i \) is obtained after performing the measurement of \( A_i \) on \( \rho^{(P)} \), is given by,

\[
\rho_i^{a_i} = \left( U_i^{a_i} \sqrt{M_i^{a_i}} \right) \rho^{(P)} \left( U_i^{a_i} \sqrt{M_i^{a_i}} \right)^\dagger.
\]

In the most distrustful scenario, the joint probability distribution, when the measurement of \( A_i \) followed by the measurement of \( A_j \) is performed, is given by,

\[
p(a_i, a_j | A_i, A_j) = \text{Tr} \left[ M_j^{a_j} U_i^{a_i} M_i^{a_i} (U_i^{a_i})^\dagger \right],
\]

where the device can apply some quantum channel \( \Lambda_i \), on the post-measurement quantum state and moreover, the specifics of the later measurement, and hence, the measurement effects \( \{ M_j^{a_j} \} \) (where \( \sum_{a_j=0}^{d-1} M_j^{a_j} = 1 \) for all \( a_i, a_j \) and \( M_j^{a_j} \geq 0 \) for all \( i, j, a_i, a_j \)) may, in general, depend on \( i \) and \( a_i \). In such case, for any fixed \( j \), the associated measurement effects of the later measurement might be different for two different choices of \( i \) and/or \( a_i \).

However, using Assumption 2, we can consider that the later measurement measurement effects \( \{ M_j^{a_j} \} \) are independent of \( i \) and/or \( a_i \), and there is no quantum channel \( \Lambda_i \). Further, using Assumption 1, we obtain a simplified form as

\[
p(a_i, a_j | A_i, A_j) = \frac{\text{Tr} \left[ M_j^{a_j} U_i^{a_i} M_i^{a_i} (U_i^{a_i})^\dagger \right]}{D}.
\]

Due to the fact that the later measurement of \( A_j \) cannot influence the outcome statistics of the first measurement \( A_i \), one can obtain outcome statistics of the first measurement by taking the appropriate marginals as

\[
p(a_i | A_i) = \sum_{a_j=0}^{d-1} p(a_i, a_j | A_i, A_j) \quad \forall a_i \in \{0, \cdots, d-1\}, i, j \in \{1, 2, 3, 4\}.
\]

2.2 Projectivity of the measurement effects

We would now like to present a lemma that introduces an operational criteria certifying the measurement effects to be projectors.

**Lemma 1.** Let the measurement of \( A_i \) (where \( i \in \{1, 2, 3, 4\} \)) satisfies the following condition under Assumptions 1-2,

\[
p(a_i, a_i | A_i, A_i) = p(a_i | A_i) \quad \forall a_i \in \{0, \cdots, d-1\}.
\]

Then all the measurement effects of \( A_i \) are mutually orthogonal projectors, that is, \( \forall a_i, \tilde{a}_i \in \{0, \cdots, d-1\} \)-

\[
M_i^{a_i} M_i^{\tilde{a}_i} = \delta_{a_i, \tilde{a}_i} M_i^{a_i},
\]

and moreover, each measurement effect is invariant under the respective unitary associated with Kraus operator (1), that is, \( \forall a_i \in \{0, \cdots, d-1\} \)

\[
(U_i^{a_i}) M_i^{a_i} (U_i^{a_i})^\dagger = M_i^{a_i}
\]

for any choice of \( U_i^{a_i} \).

A thorough proof of the above Lemma can be found in the Appendix A. For the sake of completeness, here we would like to sketch the outline of the proof.
Without loss of generality, for the POVM \( A_i \equiv \{ M_i^0, \ldots, M_i^{d-1} \} \), one can take \( M_i^{a_i} = \sum_{u=0}^{m-1} \lambda_u |\psi_u\rangle\langle\psi_u| \), where \( 1 \leq m \leq D \), \( 0 < \lambda_u \leq 1 \) for all \( u \in \{0, \ldots, m-1\} \) and \( \{ |\psi_0\rangle, \ldots, |\psi_{D-1}\rangle \} \) forms an orthonormal basis in \( \mathbb{C}^D \). However, if the condition \( p(a_i, a_i|A_i, A_i) = p(a_i|A_i) \) is achieved under Assumptions 1-2, then a detailed calculation implies that \( \lambda_u = 1 \) for all \( u \in \{0, \ldots, m-1\} \) (see Appendix A). Therefore, \( M_i^{a_i} = \sum_{u=0}^{m-1} |\psi_u\rangle\langle\psi_u| \) and hence, \( M_i^{a_i} \) must be a projector. Now, if the above condition holds for all \( a_i \in \{0, \ldots, d-1\} \), then Eqs. (7)-(8) must hold true.

Next, we will present a set of temporal inequalities that will be used as a tool for certifying \( A_1, A_2, A_3, A_4 \).

### 3 Temporal Inequality with optimal quantum violation

Considering the scenario introduced in Section 2, we would like to design a set of temporal inequalities which can be used as a witness to certify \( A_1, A_2, A_3, A_4 \) uniquely (up to some unitary). Nevertheless, it is important to state here that this inequality can be used in the context of any preparation \( \rho(P) \) in the scenario mentioned in section 2, without imposing Assumption 2.

Consider now the two-dimensional Fourier transform of the conditional probabilities \( p(a_i, a_j|A_i, A_j) \) [44, 45]:

\[
\langle A_i^{(k)} \rangle = \sum_{a_i, a_j=0}^{d-1} \omega^{a_i k + a_j} p(a_i, a_j|A_i, A_j),
\]

where \( \omega \) is the \( d \)-th root of unity i.e., \( \omega = \exp(2\pi i/d) \); \( k, l \in \{0, \ldots, d-1\} \); \( i, j \in \{1, 2, 3, 4\} \). Here, \( \langle A_i^{(z)} \rangle \) for each \( x \in \{1, 2, 3, 4\} \) are the Fourier transformed operators defined as [25]

\[
A_x^{(z)} = \sum_{a_z=0}^{d-1} \omega^{a_z z} M_x^{a_z} \quad \text{with} \quad z = 0, \ldots, d-1,
\]

where \( A_x \equiv \{ M_x^{a_z} | M_x^{a_z} \geq 0 \forall a_z, \sum_{a_z} M_x^{a_z} = 1 \} \) as mentioned earlier. Each \( A_x^{(z)} \) can be termed as a generalized observable.

It can be checked that for all \( z \in \{0, \ldots, d-1\} \) and \( x \in \{1, 2, 3, 4\} \)

\[
A_x^{(z)^\dagger} = A_x^{(d-z)} = A_x^{(-z)},
\]

\[
A_x^{(z)} A_x^{(z)} \leq 1,
\]

\[
A_x^{(0)} = 1.
\]

Importantly, as a special case, when \( M_x^{a_x} M_x^{a_x} = \delta_{a_x a_x} M_x^{a_x} \) for all \( a_x, a_x \in \{0, \ldots, d-1\} \), i.e., all the POVM effects \( \{ M_x^{a_x} \} \) are mutually orthogonal projectors for each \( x \), then we can define \( A_x := A_x^{(1)} = \sum_{a_x=0}^{d-1} \omega^{a_x} \Pi_x^{a_x} \) for each \( x \), where \( \{ \Pi_x^{a_x} \} \) are the respective projectors. In this case, \( \{ A_x^{(z)} \} \) for each \( x \in \{1, 2, 3, 4\} \) are collections of unitary operators with eigenvalues \( \omega^i \) (\( i = 0, \ldots, d-1 \)) defined as

\[
A_x^{(z)} = \sum_{a_x=0}^{d-1} \omega^{a_x z} \Pi_x^{a_x} \quad \text{with} \quad z = 0, \ldots, d-1.
\]

It is not difficult to see from the above relation (12) that \( A_x^{(z)} \) is simply the \( z \)-th power of \( A_x \). Thus, in what follows we use the notation \( A_x^{(z)} \) or \( A_2^{(z)} \) interchangeably when the effect operators associated with the measurement of \( A_x \) are mutually orthogonal projectors.

#### 3.1 Temporal inequalities

Next, we propose the following set of temporal inequalities,

\[
\tau_d = \sum_{k=1}^{d-1} \left[ a_k \langle A_1^{(k)} A_2^{(d-k)} \rangle + a_k^* \omega^k \langle A_1^{(k)} A_4^{(d-k)} \rangle + a_k^* \langle A_2^{(k)} A_3^{(d-k)} \rangle + a_k \langle A_2^{(k)} A_4^{(d-k)} \rangle + a_k^* \langle A_3^{(d-k)} A_1^{(k)} \rangle + a_k \langle A_3^{(d-k)} A_4^{(k)} \rangle + a_k^* \langle A_4^{(d-k)} A_2^{(k)} \rangle + a_k \langle A_4^{(d-k)} A_2^{(k)} \rangle \right] \leq C_d,
\]

where \( a_k = \frac{1 - i}{2} \exp\left( \frac{\pi i k}{2d} \right) \) and

\[
C_d = 3 \cot \left( \frac{\pi}{4d} \right) - \cot \left( \frac{3\pi}{4d} \right) - 4
\]

are the classical upper bounds of the temporal expressions \( \tau_d \). These classical bounds are derived in the Appendix B. In particular, the above temporal inequalities are not only satisfied by classical physics, but also satisfied by any theory consistent with the concept of “macrorealism” [46].
which is the conjunction of the following two assumptions: (i) **Realism**: At any instant, irrespective of any measurement, a system is definitely in any one of the available states such that all its observable properties have definite values. (ii) **Noninvasive measurability**: It is possible, in principle, to determine which of the states the system is in, without affecting the state itself or the system’s subsequent evolution. This notion of “macrorealism” is one of the central concepts underpinning the classical world view. The temporal inequalities (13) can be expressed as linear functions of the measurement outcomes of two spatially separated systems [36]. On the other hand, the inequalities involving measurements with arbitrary number of outcomes whereas the original Leggett-Garg inequality [46] consists of binary outcome measurements. Temporal quantum correlations are inconsistent with macrorealism [46] and, hence, it is possible to violate the above inequalities by quantum mechanical predictions. A point to be stressed here is that (13) represents different temporal inequalities for different $d$.

It should be mentioned that although the structure of the inequalities (13) is somewhat similar to the structure of the SATWAP Bell inequalities involving measurements with arbitrary number of outcomes [36], these two sets of inequalities are conceptually different. The SATWAP inequalities consist of correlation functions between measurement outcomes of two spatially separated systems [36]. On the other hand, the inequalities (13) proposed here contain correlation functions pertaining to a single system on which different measurements are performed sequentially. Moreover, the above temporal inequalities (13) have twice more terms than the number of terms appearing in SATWAP inequalities. Note further that although the above inequalities (13) are expressed in the Fourier transformed space, these can also be expressed as linear functions of $p(a_i, a_j | A_i, A_j)$ with real coefficients and always take real values as shown in the Appendix B.

Up to now, the details of the Fourier transformed expectation values and the temporal inequalities (13) are discussed for an arbitrary preparation $\rho^{(P)}$. The following discussions will be applicable when Assumptions 1-2 are considered.

Before proceeding, let us point out that the optimal quantum violations of the temporal inequalities (13) under Assumptions 1-2 and condition (6) are relevant for the certification scheme presented here.

Now, suppose that under Assumption 1-2, the condition (6) is satisfied by each of the four observables $A_1, A_2, A_3$ and $A_4$. Here, $A_i = A_i^{(1)}$ for all $i \in \{1, 2, 3, 4\}$ with $A_i^{(1)}$ being defined in Eq.(12). Then, it follows from Lemma 1 that each of the measurement of $A_i$ can be represented as $A_i \equiv \{\Pi_i^{a_i}\}$, where $\Pi_i^{a_i} \Pi_i^{a_i'} = \delta_{a_i, a_i'} \Pi_i^{a_i}$ for all $a_i, a_i' \in \{0, \ldots, d-1\}$. Hence, the operator $A_i^{(k)}$ is unitary with $A_i^{(k)} = A_i^{(k)}$ for all $i \in \{1, 2, 3, 4\}$ and for all $k \in \{0, \ldots, d-1\}$. Moreover, due to (8), the joint probability expressed in Eq. (4) further reduces to,

$$p(a_i, a_j | A_i, A_j) = \text{Tr} \left[ \Pi_j^{a_j} \Pi_i^{a_i} \rho^{(P)} \right]$$

$$\forall i, j \in \{1, 2, 3, 4\},$$

and $\forall a_i, a_j \in \{0, \ldots, d-1\},$

$$p(a_i, a_j | A_i, A_j) = \text{Tr} \left[ A_i^{(k)} A_j^{(l)} \rho^{(P)} \right]$$

in which $\rho^{(P)} = 1/D$. Consequently, using Eqs.(9) and (12), we can write for all $k, l = 1, \ldots, d-1$ and for all $i, j \in \{1, 2, 3, 4\}$,

$$\langle A_i^{(k)} A_j^{(l)} \rangle = \text{Tr} \left[ A_i^{(k)} A_j^{(l)} \rho^{(P)} \right]$$

$$= \text{Tr} \left[ A_i^{(k)} A_j^{(l)} \rho^{(P)} \right].$$

Hence, under Assumptions 1-2 and condition (6), the left hand side of the temporal inequality (13) can be expressed as

$$\tau_d \left( \rho^{(P)} = 1/D \right) = \text{Tr} \left[ \rho^{(P)} \hat{\beta}_{\tau_d} \right],$$

where the operator $\hat{\beta}_{\tau_d}$ is given by,

$$\hat{\beta}_{\tau_d} = \sum_{k=1}^{d-1} \left[ a_k A_1^{(k)} A_3^{(d-k)} + a_k^* \omega^k A_1^{(k)} A_4^{(d-k)} \\ + a_k^* A_2^{(k)} A_3^{(d-k)} + a_k A_2^{(k)} A_4^{(d-k)} \\ + a_k A_3^{(d-k)} A_1^{(k)} + a_k^* \omega^k A_4^{(d-k)} A_1^{(k)} \\ + a_k^* A_4^{(d-k)} A_2^{(k)} + a_k A_4^{(d-k)} A_2^{(k)} \right].$$

It should be noted here that (16) is valid under the Assumptions 1-2 and when each of the four observables $A_i$ with $i \in \{1, 2, 3, 4\}$ satisfies the condition (6). In other words, the condition (16) may not be true in general.
3.2 Sum-of-squares decomposition with maximally mixed state

Now, let us derive the sum-of-squares decompositions of the temporal inequalities (13) under Assumptions 1-2, when each of the four observables \( A_i \) with \( i \in \{1, 2, 3, 4\} \) satisfies condition (6). For this purpose, let us first define

\[
\begin{align*}
B_1^{(k)} &= a_k A_3^{(-k)} + a_k^* \omega^k A_4^{(-k)}, \\
B_2^{(k)} &= a_k A_3^{(-k)} + a_k A_4^{(-k)}.
\end{align*}
\]  

(18)

Note here that \( a_{d-k} = a_k^* \), and therefore \( B_{x}^{(d-k)} = \left[B_x^{(k)}\right]^\dagger \) for any \( k = 1, \ldots, d - 1 \) and \( x = 1, 2 \).

Since, \((A_i^k)^\dagger = A_i^{d-k}\) and \( A_i^k \) is unitary for all \( i \in \{1, 2, 3, 4\} \) and for all \( k \in \{1, \ldots, d - 1\} \), we have \( A_i^{(k)} = A_i^{(d-k)} \) for all \( i \in \{1, 2, 3, 4\} \) and for all \( k \in \{1, \ldots, d - 1\} \). Since \( A_x^k = A_x^{k} \) for all \( x \in \{1, 2\} \) and for all \( k \in \{1, \ldots, d - 1\} \), it follows that

\[
\hat{\beta}_d = \sum_{k=1}^{d-1} \left[ A_1^{(k)} B_1^{(k)} + A_2^{(k)} B_2^{(k)} + B_1^{(k)} A_1^{(k)} + B_2^{(k)} A_2^{(k)} \right].
\]

Let us also define,

\[
P_x^{(k)} = 1 - A_x^{(k)} B_x^{(k)} \quad \forall x \in \{1, 2\},
\]

\[
\forall k \in \{1, \ldots, d - 1\}.
\]

Using these relations, we have

\[
\sum_{k=1}^{d-1} \sum_{x=1}^{2} \left[ \left(P_x^{(k)}\right)^\dagger \left(P_x^{(k)}\right) \right] = \sum_{k=1}^{d-1} \left( 2 \mathbb{1} - B_1^{(d-k)} A_1^{d-k} - A_1^{k} B_1^{(k)} \right.
\]

\[
+ \left( B_1^{(k)} \right)^\dagger \left( B_1^{(k)} \right) - B_2^{(d-k)} A_2^{d-k} - A_2^{k} B_2^{(k)},
\]

\[
- A_2^{k} B_2^{(k)} + \left( B_2^{(k)} \right)^\dagger \left( B_2^{(k)} \right) \right].
\]

(20)

One can verify that

\[
\sum_{k=1}^{d-1} B_x^{(d-k)} A_x^{d-k} = \sum_{k=1}^{d-1} B_x^{(k)} A_x^{k} \quad \forall x = 1, 2.
\]

(21)

Now, incorporating the fact that \( (A_3^{(k)})^\dagger (A_3^{(-k)}) = (A_4^{(k)})^\dagger (A_4^{(-k)}) = 1 \)

and \( (a_k)^2 (\omega^k)^2 + (a^*_k)^2 \omega^k + (a_k)^2 = 0 \) for all \( k \in \{1, \ldots, d - 1\} \) one can evaluate that

\[
\left( B_1^{(k)} \right)^\dagger \left( B_1^{(k)} \right) + \left( B_2^{(k)} \right)^\dagger \left( B_2^{(k)} \right) = 2 \mathbb{1} \quad \forall k.
\]

(22)

Using Eqs.(20) (21), (22), we have

\[
\sum_{k=1}^{d-1} \sum_{x=1}^{2} \left[ \left(P_x^{(k)}\right)^\dagger \left(P_x^{(k)}\right) \right] = 4(d - 1) \mathbb{1} - \hat{\beta}_d.
\]

(23)

The left hand side of Eq.(23) is the sum-of-squares decomposition and it is the sum of positive operators. Hence, we have

\[
\text{Tr} \left[ \rho^{(P)} (4(d - 1) \mathbb{1} - \hat{\beta}_d) \right] \geq 0.
\]

The above inequality implies that

\[
\text{Tr} \left[ \rho^{(P)} \hat{\beta}_d \right] \leq 4(d - 1).
\]

Hence, the upper bounds of the quantum magnitudes of \( \tau_d \) for all \( d \geq 2 \) are \( 4(d - 1) \) under Assumptions 1-2 and condition (6). It can be checked that \( 4(d - 1) > C_d \) for all \( d \geq 2 \) [36], where \( C_d \) given by Eq.(14) are the classical upper bounds of the quantum expressions \( \tau_d \). Again, it should be noted here that \( 4(d - 1) \) may not be the optimal upper bounds of quantum violations of the temporal inequalities (13) in general.

3.3 Binary outcome \((d = 2)\) case

In the case of \( d = 2 \), the temporal inequality (13) reduces to

\[
\tau_2 = \frac{1}{\sqrt{2}} \left[ \langle A_1 A_3 \rangle - \langle A_1 A_4 \rangle + \langle A_2 A_3 \rangle + \langle A_2 A_4 \rangle \right.
\]

\[
+ \langle A_3 A_1 \rangle - \langle A_4 A_1 \rangle + \langle A_3 A_2 \rangle + \langle A_4 A_2 \rangle \right]
\]

\[
\leq 2\sqrt{2},
\]

(25)

where the measurement of \( A_i \) (with \( i \in \{1, 2, 3, 4\} \)) has two possible outcomes denotes by \( a_i \in \{0, 1\} \). This turns out to be the symmetrized version of the temporal inequality proposed in [47]. Interestingly, in this particular binary outcome scenario, the expression (16) for the quantum value of (25) holds for any general input state, that is, for any \( \rho^{(P)} \in \mathbb{B}(\mathbb{C}^D) \) (where \( D \) is arbitrary),

\[
\tau_2 \left( \rho^{(P)} \right) = \text{Tr} \left[ \rho^{(P)} \hat{\beta}_2 \right] \forall \rho^{(P)} \in \mathbb{B}(\mathbb{C}^D),
\]

(26)
where the operator $\hat{\beta}_{\tau_2}$ is given by,
\[
\hat{\beta}_{\tau_2} = A_1 A_3 - A_1 A_4 + A_2 A_3 + A_2 A_4 \\
+ A_3 A_1 - A_4 A_1 + A_3 A_2 + A_4 A_2. \quad (27)
\]

To see this, note that there is no restriction on the dimension $D$ of the measurements. Therefore, the Naimark’s dilation theorem allows us to consider these measurements to be projective given by,
\[
A_i = \Pi^D_i - \Pi^1_i \quad \forall i \in \{1, 2, 3, 4\},
\]
where $\{\Pi_i^0, \Pi_i^1\}$ are projectors acting on $\mathbb{C}^D$ with
\[
\Pi_i^a = \frac{1 + (-1)^a A_i}{2} \quad \forall a_i \in \{0, 1\}. \quad (28)
\]

The joint probability for any state $\rho^{(P)}$ is given by,
\[
p(a_i, a_j | A_i, A_j) = \text{Tr} \left[ \Pi_j^a \Pi_i^b \rho^{(P)} \Pi_i^{a^\dagger} \Pi_j^{b^\dagger} \right] \quad (29)
\]
\[
\forall i, j \in \{1, 2, 3, 4\} \text{ and } \forall a_i, a_j \in \{0, 1\}. \quad \text{Using the expression of correlation function}
\]
\[
\langle A_i A_j \rangle = \sum_{a_i, a_j = 0}^1 (-1)^{a_i + a_j} p(a_i, a_j | A_i, A_j), \quad (30)
\]
and Eqs. (28)-(29), we get the following
\[
\langle A_i A_j \rangle + \langle A_j A_i \rangle = \text{Tr} \left[ (A_i A_j + A_j A_i) \rho^{(P)} \right] \quad \forall \rho^{(P)} \in \mathbb{B}(\mathbb{C}^D). \quad (31)
\]

By considering pairs of terms in the temporal expression (25), one can readily verify that the associated quantum operator is given by (27). Subsequently, the sum-of-squares decompositions (23) for $d = 2$ and the quantum upper bound 4 of (25) hold true for any general preparation $\rho^{(P)}$.

### 4 Certification of quantum measurements

In this section, we would like to state our main results for certifying the $d$-outcome quantum measurements employing the set of temporal inequalities proposed by us in the previous section along with the sum-of-squares decompositions (23). Before proceeding further, let us first verify that the measurements cannot be certified uniquely using the temporal inequalities (13) if we do not make any assumption on the state preparation. Here, uniqueness encompasses the unitary freedom of the measurements.

#### Lemma 2. There exist at least two sets of preparations and binary-outcome projective measurements for which the magnitude of quantum violation of the temporal inequality (25) is 4, but the measurements in these two sets are not unitarily connected. In other words, uniqueness of the measurements cannot be shown employing binary outcome temporal inequality (25) without any assumption on the preparation.

**Proof.** Let us first note that the optimal quantum value 4 of (25) holds for arbitrary preparation $\rho^{(P)} \in \mathbb{C}^D$. Now, we show that there exist two different sets of preparations and projective measurements such that the measurements in these two sets are not connected unitarily although $\tau_2 = 4$ is achieved by both of these two sets. Hence, for arbitrary preparations, the measurements cannot be certified uniquely using the inequality (25) without any assumption on the preparation device. The explicit examples of such two different sets of preparations and projective measurements are given in the Appendix C. \[\Box\]

The above lemma implies that some assumption on the preparation device is necessary in order to certify the measurements uniquely using the quantum violation of the temporal inequality (13). Therefore, we have considered Assumption 1 which states that the preparation device produces a maximally mixed state of an unknown dimension.

Before proceeding, let us define the $d$-dimensional generalization of the $\sigma_z$-Pauli matrix in the standard basis given by,
\[
Z_d = \sum_{i=0}^{d-1} \omega^i |i\rangle \langle i|. \quad (32)
\]

let us also introduce the following $d$-dimensional unitary observable,
\[
T_d = \sum_{i=0}^{d-1} \omega^{i+\frac{1}{2}} |i\rangle \langle i| - \frac{2}{d} \sum_{i,j=0}^{d-1} (-1)^{\delta_{i,j} + \delta_{j,i}} \omega^{\frac{i+j+1}{2}} |i\rangle \langle j|, \quad (33)
\]
where $\delta_{i,j}$ is the Kronecker delta function. It can be checked that $Z_d$ and $T_d$ are unitary with eigenvalues $\omega^i$ ($i = 0, \cdots, d - 1$) [37].
With these, we present a theorem providing the certification of a specific set of quantum measurements. This theorem states that one can certify the four observables $A_1, A_2, A_3, A_4$, uniquely (up to some unitary freedom) using the condition (6) and the temporal inequalities (13). Hence, one can indeed certify some particular quantum measurements having arbitrary number of outcomes under certain assumptions employing temporal quantum correlations without using entanglement.

Theorem 1. Suppose that in the scenario considered by us with any fixed value of $d$ under Assumptions 1-2, the condition (6) is satisfied by each of the four observables $A_1, A_2, A_3, A_4$, and the magnitude of quantum violation of the temporal inequality (13) is $4(d - 1)$. Then, for any $d$, we have $\mathbb{C}^D = \mathbb{C}^d \otimes \mathcal{H}'$ with some auxiliary Hilbert space $\mathcal{H}'$ of unknown but finite dimension. Further, there exists a unitary transformation $U : \mathbb{C}^d \otimes \mathcal{H}' \rightarrow \mathbb{C}^d \otimes \mathcal{H}'$, such that

$$
 UA_1 U^\dagger = Z_d \otimes 1_{\mathcal{H}'},
 UA_2 U^\dagger = T_d \otimes 1_{\mathcal{H}'},
 UA_3 U^\dagger = (a_1^* Z_d + 2(a_1^*)^3 T_d) \otimes 1_{\mathcal{H}'},
 UA_4 U^\dagger = (a_1 Z_d - a_1^* T_d) \otimes 1_{\mathcal{H}'},
$$

(34)

where $a_1 = \frac{1 - i}{2} \omega^k$, $Z_d$ and $T_d$ are defined earlier and $1_{\mathcal{H}'}$ is the identity matrix acting on $\mathcal{H}'$.

Proof. Under Assumptions 1 and 2, we can take the measurement effects of each of the observables $A_i$ with $i \in \{1, 2, 3, 4\}$ to be mutually orthogonal projectors as each of these observables satisfies the condition (6). This follows from Lemma 1. Hence, $A_x^{(k)}$ is unitary operator with $A_x^{(k)} = A_x^k$ for all $x \in \{1, 2, 3, 4\}$ and for all $k \in \{0, \ldots, d - 1\}$. Also, we can consider that the condition (8) holds true.

Next, since the magnitude of quantum violation of the temporal inequality (13) is $4(d - 1)$ under Assumptions 1-2, using Eq.(23), we can write

$$
\text{Tr} \left[ \rho^{(P)} \left( \sum_{k=0}^{d-1} \sum_{x=1}^{2} (P_x^{(k)})^\dagger (P_x^{(k)}) \right) \right] = 0.
$$

(35)

Since $(P_x^{(k)})^\dagger (P_x^{(k)}) \geq 0$ for all $k \in \{1, \ldots, d-1\}$ and for all $x \in \{1, 2\}$, the above equation implies that

$$
\text{Tr} \left[ \rho^{(P)} (P_x^{(k)})^\dagger (P_x^{(k)}) \right] = 0,
$$

\[\forall k \in \{1, \ldots, d-1\}\]

and $\forall x \in \{1, 2\}$. (35)

As mentioned earlier, $\rho^{(P)} = \sum_{u=0}^{D-1} |\xi_u\rangle \langle \xi_u|$ with $\{|\xi_u\rangle\}$ being an arbitrary orthonormal basis in $\mathbb{C}^D$. Hence, from Eq.(35), we have

$$
(P_x^{(k)})|\xi_u\rangle = 0, \quad \langle \xi_u | (P_x^{(k)})^\dagger = 0
$$

\[\forall x \in \{1, 2\}, \forall k \in \{1, \ldots, d-1\}, \forall u \in \{0, \ldots, D-1\}.\]

(36)

Taking $\rho^{(P)} = 1/D$ and using Eqs.(19) and (36), we get

$$
A_x^{k} B_x^{k} = 1, \quad (B_x^{(k)})^\dagger (A_x^{k})^\dagger = 1
$$

\[\forall x \in \{1, 2\}, \forall k \in \{1, \ldots, d-1\}.\]

(37)

Using the above two equations along with the condition $(A_x^{k})^\dagger (A_x^{k}) = 1$, one has

$$
(B_x^{(k)})^\dagger (B_x^{(k)}) = (B_x^{d-k}) (B_x^{k}) = 1
$$

\[\forall x \in \{1, 2\}, \forall k \in \{1, \ldots, d-1\}.\]

(38)

Now, taking $x = 1$, the above condition leads to,

$$
A_3^{k} A_4^{k} = \omega^{-k} A_4^{k} A_3^{k} \quad \forall k \in \{1, \ldots, d-1\}.
$$

(39)

Due to the fact that $A_i^{d} = 1$ for all $i \in \{1, 2, 3, 4\}$, the above relation (39) can be extended to any integer $k \in \mathbb{Z}$.

Next, Eq.(37) also implies that $B_x^{(k)} = (A_x^{k})^\dagger = (A_x^{k})^k$ for all $x \in \{1, 2\}$ and $k \in \{1, \ldots, d-1\}$. Moreover, with $k = 1$, Eq.(37) implies that $B_x^{(1)} = A_x^{1}$ for all $x \in \{1, 2\}$. Hence, we get

$$
B_x^{(k)} = (A_x^{k})^k = (B_x^{(1)})^k \quad \forall x \in \{1, 2\}, \forall k \in \{1, \ldots, d-1\}.
$$

(40)
Eqs. (37), (38), (39) and (40) are sufficient to characterize $A_1, A_2 A_3$ and $A_4$. In fact, it can be shown that if the unitary observables $A_3$ and $A_4$ satisfy the conditions (38), (39) and (40), then we can draw the following two conclusions (the calculations are the same as presented in the Supplementary Information of [37]):

- The dimension $D$ is a multiple of the number of outcomes $d$, meaning that $$C^D = C^d \otimes \mathcal{H}',$$

where $\mathcal{H}'$ is some auxiliary Hilbert space of finite dimension $D/d$ which is unknown as $D$ is unknown.

- There exists a unitary transformation $\tilde{U} : C^d \otimes \mathcal{H}' \rightarrow C^d \otimes \mathcal{H}'$, such that

$$\tilde{U}A_3\tilde{U}^\dagger = Z_d \otimes 1_{\mathcal{H}'}, \quad (41)$$

$$\tilde{U}A_4\tilde{U}^\dagger = T_d \otimes 1_{\mathcal{H}'}, \quad (42)$$

where $Z_d$ and $T_d$ are defined earlier.

Now, it can be proved that there exists a unitary transformation $W : C^d \rightarrow C^d$, such that

$$WZ_dW^\dagger = (a_1^* Z_d + 2(a_1^*)^3 T_d), \quad (43)$$

$$WT_dW^\dagger = (a_1 Z_d - a_1^* T_d), \quad (44)$$

where $a_1 = \frac{1 - i}{\sqrt{2}} \omega^k$. The existence of such a unitary $W$ is proved in the Supplementary Information of [37].

Therefore, using Eqs. (41)-(44), we can conclude that there exists a unitary transformation $U = (W \otimes 1_{\mathcal{H}'}) \tilde{U} : C^d \otimes \mathcal{H}' \rightarrow C^d \otimes \mathcal{H}'$, such that

$$UA_3U^\dagger = (a_1^* Z_d + 2(a_1^*)^3 T_d) \otimes 1_{\mathcal{H}'}, \quad (45)$$

$$UA_4U^\dagger = (a_1 Z_d - a_1^* T_d) \otimes 1_{\mathcal{H}'}. \quad (46)$$

Now, Eqs. (40), (45) and (46) imply that

$$UB_3^{(k)}U^\dagger = (Z_d)^k \otimes 1_{\mathcal{H}'}, \quad (47)$$

$$UB_2^{(k)}U^\dagger = (T_d)^k \otimes 1_{\mathcal{H}'}. \quad (48)$$

In particular, if $A_3$ and $A_4$ are transformed by applying the unitary $U$, then $B_1^{(1)} = Z_d^k$ and $B_2^{(1)} = T_d^k$.

Next, Eq. (37) implies that $A_x^k B_x^{(k)} = 1$ for all $x \in \{1, 2\}$ and $k \in \{1, \cdots, d-1\}$. Hence, with $k = 1$, we get

$$A_x = (B_x^{(1)})^\dagger \quad \forall x \in \{1, 2\}. \quad (49)$$

Hence, Eqs. (47)-(49) imply that there exists a unitary transformation $U : C^d \otimes \mathcal{H}' \rightarrow C^d \otimes \mathcal{H}'$, such that

$$UA_1U^\dagger = Z_d \otimes 1_{\mathcal{H}'}, \quad (50)$$

$$UA_2U^\dagger = T_d \otimes 1_{\mathcal{H}'}. \quad (51)$$

Thus, Eqs. (45)-(46) together with Eqs. (50)-(51) complete the proof.

The above Theorem also implies that $4(d - 1)$ is the tight upper bound of the temporal inequality (13) for any fixed $d$ under Assumptions 1-2 when the condition (6) is satisfied by each of the four observables $A_1, A_2, A_3, A_4$. Let us also remark that the certified operators $(a_1^* Z_d + 2(a_1^*)^3 T_d)$ and $(a_1 Z_d - a_1^* T_d)$ are unitary matrices having $d$ distinct eigenvalues $\omega^i$ with $i \in \{0, \cdots, d-1\}$.

One important point to be stressed is that the measurements certified here are the optimal Collins-Gisin-Linden-Massar-Popescu (CGLMP) measurements [36, 48, 49]. Thus these measurements have wide ranges of applications both in quantum information theory and cryptography ranging from witnessing the dimension of a Hilbert-space [50, 51, 52], reducing quantum communication complexity [53, 54], advantages in communication game [55], remote preparation of quantum states [56], distribution of secure key [57, 58] to generating genuine randomness [59]. Further, these measurements have already been realized experimentally [60, 61].

Also note that the measurements certified here have also been self-tested in [37] based on the quantum violation of the SATWAP Bell inequalities. However, as mentioned earlier, this self-testing protocol requires entanglement between two spatially separated particles (spatial separation is required here in order to avoid locality loophole in Bell violation). On the contrary, our certification protocol can be realized using temporal quantum correlation pertaining to a single particle.

### 4.1 Robustness analysis

So far, we have proposed a certification protocol for the $d$-outcome ideal measurement settings.
given in Theorem 1 employing the maximal quantum violations of the temporal inequalities (13) under Assumptions 1-2 when each of the measurements satisfies condition (6). However, in a real experimental scenario there is always some unavoidable noise and hence, the ideal measurements are hardly realizable. Thus, the condition (6) may not be satisfied and/or one may not get \( \tau_d = 4(d - 1) \) under Assumptions 1-2. In such cases, we ask the question whether we can certify those measurements up to a certain threshold. The term robustness of the certification protocol implies that the non-ideal measurements are close to the ideal ones if the correlations produced by the non-ideal measurements are close to the ideal correlations. In the following, we present the robustness analysis of our certification protocol for the following two cases: • when satisfying the condition (6) is affected by the non-ideal observables, • when the magnitude of the temporal inequality (13) is affected by the non-ideal observables, whereas satisfying the condition (6) remains unaffected.

Suppose that in an experimental situation under Assumptions 1-2, instead of performing measurements of the ideal unitary observables \( A_i \) with \( i \in \{1, 2, 3, 4\} \) mentioned in the statements of Theorem 1, measurements of the non-ideal observables \( \tilde{A}_1, \tilde{A}_2, \tilde{A}_3, \tilde{A}_4 \) are being performed, where each of these non-ideal observables does not satisfy the condition (6).

Now, let us present the following theorem (for proof, see Appendix E) that represents the robustness analysis for any potential imprecision in satisfying the condition (6).

**Theorem 2.** Suppose the non-ideal observables \( \tilde{A}_1, \tilde{A}_2, \tilde{A}_3, \tilde{A}_4 \) satisfy the following,

\[
p(a_i|\tilde{A}_i) = p(a_i, a_i|\tilde{A}_i, \tilde{A}_i) + \eta_i^{(a_i)} \quad \text{with} \quad \eta_i^{(a_i)} > 0
\]

\[
\forall a_i \in \{0, \ldots, d - 1\}, \forall i \in \{1, 2, 3, 4\}.
\]

Then we have for all \( a_i \in \{0, \ldots, d - 1\} \) and for all \( i \in \{1, 2, 3, 4\} \)

\[
\frac{\rho^{(P)}}{\rho^{(P)}} \left[ \tilde{K}_i^{a_i} \tilde{K}_i^{a_i} - (\tilde{K}_i^{a_i})^2 (\tilde{K}_i^{a_i})^2 \right] \rho^{(P)}
\]

\[
- \rho^{(P)} \left[ K_i^{a_i} K_i^{a_i} - (K_i^{a_i})^2 (K_i^{a_i})^2 \right] \rho^{(P)} \bigg|_{HS}
\]

\[
< \eta_i^{(a_i)},
\]

where \( \{\tilde{K}_i^{a_i}\} \) and \( \{K_i^{a_i}\} \) are the Kraus operators defined in (1) of the non-ideal observable \( \tilde{A}_i \) and the ideal observable \( A_i \) respectively. Here, \( || \cdot ||_{HS} \) denotes the Hilbert–Schmidt norm.

In the above theorem, the condition \( \eta_i^{a_i} > 0 \) for all \( a_i \in \{0, \ldots, d - 1\} \) and for all \( i \in \{1, 2, 3, 4\} \) naturally appears due to the fact that \( p(a_i, a_i|A_i, A_i) \leq p(a_i) \) for all \( a_i \in \{0, \ldots, d - 1\} \) and for all \( i \in \{1, 2, 3, 4\} \) for any input state prepared by \( P \).

Next, let us consider that each of the four non-ideal observables \( \tilde{A}_1, \tilde{A}_2, \tilde{A}_3, \tilde{A}_4 \) satisfies the condition (6). Hence, the measurement effects of each of these observables are mutually orthogonal projectors, which implies that these four non-ideal observables are unitary. Now, consider that in the aforementioned scenario with any fixed value of \( d \) the magnitude of the temporal inequality (13) with these non-ideal unitary observables is \( 4(d - 1) - \epsilon \), where \( \epsilon \) is a positive number. Note that the maximum quantum violation of the temporal inequality (13) under Assumptions 1-2 is \( 4(d - 1) \) when each of the four observables satisfies the condition (6), thereby implying that \( \epsilon \) cannot be negative.

Against the above backdrop, we present the following theorem (for proof, see Appendix E) that represents the robustness analyses of our certification scheme associated with the magnitude of quantum violation of the temporal inequality (13).

**Theorem 3.** If the quantum value of the temporal expression \( \tau_d \) given in (13) for any fixed \( d \) realized by unknown unitary (Fourier transformed) observables \( \tilde{A}_1, \tilde{A}_2, \tilde{A}_3, \tilde{A}_4 \) satisfying the condition (6) is \( |4(d - 1) - \epsilon| \) with \( \epsilon \) being a positive number, then the following relations hold true

\[
(i) \quad \frac{\rho^{(P)}}{\rho^{(P)}} \left[ A_1(a_1 A_3^d + a_1^* \omega A_4^d) \right] \rho^{(P)}
\]

\[
- \left[ A_1(a_1 A_3^d + a_1^* \omega A_4^d) \right] \bigg|_{HS} < \sqrt{\epsilon}.
\]

\[
(ii) \quad \bigg| A_2(a_2^* A_3^d + a_2 A_4^d) \bigg|_{HS} < \sqrt{\epsilon}.
\]
(iii) \[ \left\| (A_4 A_3^{\dagger} - \omega A_3 A_4^{\dagger}) \rho^{(P)} \right\| - \left( \tilde{A}_4 A_3^{\dagger} - \omega \tilde{A}_3 A_4^{\dagger} \right) \rho^{(P)} \right\|_{HS} \leq 2\sqrt{\epsilon}(2 + \sqrt{\epsilon}). \]

(iv) \[ \left\| \left( \omega A_2 A_1^{\dagger} - A_1 A_2^{\dagger} \right) \rho^{(P)} \right\| - \left( \omega \tilde{A}_2 \tilde{A}_1^{\dagger} - \tilde{A}_1 \tilde{A}_2^{\dagger} \right) \rho^{(P)} \right\|_{HS} \leq 2\sqrt{\epsilon}(2 + \sqrt{\epsilon}). \]

where \( A_1, A_2, A_3, A_3 \) are any set of unitary (Fourier transformed) observables that satisfies the condition (6), achieves \( \tau_d = 4(d - 1) \) and thus satisfies Theorem 1.

For a more general robustness analysis, one should consider that both the magnitude of the temporal inequality (13) and satisfying the condition (6) are affected simultaneously by the non-ideal measurements. We leave this question for future study.

However, if the difference between the experimentally measured values of \( p(a_i, a_i | \hat{A}_i, \hat{A}_i) \) and \( p(a_i | \hat{A}_i) \) is within the statistical error range, then it can be approximated that the observables \( \hat{A}_i \) \((i \in \{1, 2, 3, 4\})\) satisfy the conditions (6). In such cases, Theorem 3 alone presents the complete robustness analysis of our certification protocol.

Another important point to be stressed here is that if an additional assumption is taken into account, then the certification of the measurements presented in Eq. (34) can be demonstrated without requiring the measurements to satisfy the conditions (6) (see the next Sec. 4.2 for details). Hence, in this case, Theorem 2 is not required for demonstrating robustness of our protocol.

4.2 Robust certification without using Lemma 1 or condition (6)

Now, we will show that our certification protocol can be formulated based on the quantum violation of the temporal inequalities (13) alone without using the condition mentioned in Lemma 1 if we consider another assumption as described below together with the Assumptions 1 and 2.

**Assumption 3.** The measurements \( A_i = \{ M_i^a \} \) with \( i \in \{1, 2, 3, 4\} \) are realized in a particular way such that the Kraus operators \( K_i^a \) are Hermitian or, equivalently, \( K_i^a = \sqrt{M_i^a} \) for all \( a_i \) and for all \( i, \) where \( \{ M_i^a \} \) are the measurement effects. In other words, any state updates due to a measurement following the the Lüders rule.

Note that the Lüders rule for state evolution due to quantum measurement appears in the context of unsharp measurements [62] and other scenarios [63, 64]. Now, under Assumptions 1-3 the above-mentioned certification protocol using the temporal inequalities (13) alone is robust as stated below.

**Theorem 4.** Suppose that in the scenario considered by us with any fixed value of \( d \) under Assumptions 1-3, the quantum violation of the temporal inequality (13) is \( 4(d - 1) \), which is achieved by unknown measurements \( A_1, A_2, A_3, A_4 \) acting on some \( \mathbb{C}D \). Then, for any \( d, \mathbb{C}D = \mathbb{C}^d \otimes \mathcal{H} \) and there exists a unitary transformation \( U \) such that Eq. (34) holds true.

Moreover, under Assumptions 1-3, if a quantum violation \( 4(d - 1) - \epsilon \) is achieved by non-ideal measurements \( \tilde{A}_1, \tilde{A}_2, \tilde{A}_3, \tilde{A}_4 \) for any non-negative \( \epsilon \), then the following two relations hold for all \( k \in \{1, \ldots, d - 1\} \),

\[ \left\| \left[ A_1^{(k)} \left( a_k A_3^{(k)\dagger} + a_k^* \omega^k A_4^{(k)\dagger} \right) \right] \rho^{(P)} \right\| - \left( \tilde{A}_1^{(k)} \left( a_k \tilde{A}_3^{(k)\dagger} + a_k^* \omega^k \tilde{A}_4^{(k)\dagger} \right) \right) \rho^{(P)} \right\|_{HS} < \sqrt{\epsilon}, \]

\[ \left\| \left[ A_2^{(k)} \left( a_k A_3^{(k)\dagger} + a_k A_3^{(k)\dagger} \right) \right] \rho^{(P)} \right\| - \left( \tilde{A}_2^{(k)} \left( a_k \tilde{A}_3^{(k)\dagger} + a_k \tilde{A}_4^{(k)\dagger} \right) \right) \rho^{(P)} \right\|_{HS} < \sqrt{\epsilon}. \]

**Proof.** Let us first note that the expression of the joint probability \( p(a_i, a_j | A_i, A_j) \) given by (4) immediately reduces to

\[ p(a_i, a_j | A_i, A_j) = \text{Tr} \left[ M_j^{a_i} M_i^{a_j} \rho^{(P)} \right] \]

\[ \forall i, j \in \{1, 2, 3, 4\}, \]

and \( \forall a_i, a_j \in \{0, \ldots, d - 1\} \)
if each Kraus operator $K_i^{a_i}$ is taken to be $\sqrt{M_i^{a_i}}$. Consequently, using Eqs. (9), (10) and (60), we have for all $k, l = 1, \ldots, d - 1$ and for all $i, j \in \{1, 2, 3, 4\}$,

$$\langle A_i^{(k)} A_j^{(l)} \rangle = \text{Tr} \left[ A_i^{(k)} A_j^{(l)} \rho^{(P)} \right].$$

Therefore, in this case, the left hand sides of the temporal inequalities (13) under Assumptions 1-3 can be expressed in the form (16) without requiring the condition (6) to be satisfied by the four measurements.

The only difference here from the previous calculation is the fact that $A_i^{(k)} A_i^{(k)} \leq 1$ for all $i$ and $k$. Following the exact steps done from Eq. (16) to Eq. (23), one obtains

$$\sum_{k=1}^{d-1} \sum_{x=1}^{2} \left[ \left( P_x^{(k)} \right)^\dagger \left( P_x^{(k)} \right) \right] \leq 4(d - 1) - \beta_{\tau_d},$$

(61)

where $P_x^{(k)}$ is defined in (19) and the equality in (61) holds only if $A_i^{(k)} A_i^{(k)} = 1$ for all $i$ and $k$. Since the left hand side of Eq. (61) is sum of positive operators, we also have Eq. (24). Now, we know a quantum realization (34) that achieves $\tau_{d} = 4(d - 1)$ and at the same time satisfies Assumptions 1-3. This implies that, even without condition (6), the maximum quantum magnitude of $\tau_{d}$ is $4(d - 1)$ under Assumptions 1-3. More importantly, when $\text{Tr} \left[ \rho^{(P)} \beta_{\tau_d} \right] = 4(d - 1)$ is attained, we must have equality in Eq. (61). Consequently, the equality in the sum-of-square decomposition (61) implies $A_i^{(k)} A_i^{(k)} = 1$ for all $i$ and $k$.

Now, as shown in [65], $A_i^{(k)} A_i^{(k)} = 1$ if and only if the measurement effects $\{M_i^{a_i}\}$ are mutually orthogonal projectors. It is, therefore, implied that when the maximal quantum violation of the temporal inequality (13) with any fixed $d$ under the Assumptions 1-3 is attained, then the observables $A_i^{(k)}$ are unitary and $A_i^{(k)} = A_k^{(k)}$ for all $i$ and $k$. Therefore, in this case, the whole proof of Theorem 1 remains valid without invoking the condition (6). In other words, one can certify the observables $A_i$ with $i \in \{1, 2, 3, 4\}$ only using the temporal inequalities (13) under Assumptions 1-3.

For the robustness part, note that the relations (58-59) are similar to the previously derived robustness relations (54-55) in Theorem 3. One can verify that (58-59) can be derived following the exact steps used for deriving (54-55) taking all $k \in \{1, \ldots, d - 1\}$. The only difference in the present case is the fact that $A_i^{(k)} A_i^{(k)} \leq 1$ for all $k \in \{1, \ldots, d - 1\}$ instead of strict equality in case of each non-ideal observable $A_i$ with $i \in \{1, 2, 3, 4\}$.

5 Secure randomness certification

Here, we present a protocol for the secure certification of randomness as a relevant application of our proposed formalism for the certification of d-outcome quantum measurements. In particular, let us consider that the Assumptions 1 and 2 are satisfied in the scenario considered by us with any fixed value of $d$. Further, we also assume that the condition (6) is satisfied by the each of the four unitary observables $A_1, A_2, A_3, A_4$ and the magnitude of the temporal inequality (13) is $4(d - 1)$ using the above four measurements.

Consider a scenario, where a party, say, Eve prepares the initial state. In other words, the internal functioning of the preparation device $P$ is controlled by Eve. In each experimental run, Eve prepares a pure state $|\psi_x^{(P)}\rangle$ in such a way that, on average, the initial state becomes $\rho^{(P)} = 1/D$. Let us assume that Eve knows beforehand which two measurements will be performed sequentially in each run. In such a scenario, Eve can always predict the outcome of the first measurement. For example, consider an experimental run in which measurement of $A_i$ is performed at first on the preparation, and then the measurement of $A_j$ is performed (where $i, j \in \{1, 2, 3, 4\}$). In this case, Eve can predict the outcome of the first measurement by preparing an eigenstate of $A_i$. Hence, no randomness can be certified securely from the first measurement and, therefore, we will focus on randomness certification using the outcome statistics of the second measurement.

Since, we are not interested in the randomness certification using the outcome statistics of the first measurement, it excludes certifying classical randomness associated with the preparation $\rho^{(P)} = 1/D$. In other words, although the preparation device prepares a maximally mixed state, the randomness from the maximally mixed state is not genuine quantum randomness, rather this randomness is a manifestation of the classical convex mixture of different pure states. How-
ever, after the first measurement, the state collapses to a different pure state, and thus the outcome of the second measurement provides genuine quantum randomness. This is why we will certify randomness from \( p(a_j | A_i, A_j, a_i) = p(a_i, a_j | A_i, A_j)/p(a_j | A_i) \).

Let us now define the measure of randomness, \( \mathcal{H}(A_i, A_j) \) for a fixed set of two observables \( \{A_i, A_j\} \) as,

\[
\mathcal{H}(A_i, A_j) = \min_{\mathcal{S}} \left[ -\sum_{a_i=0}^{d-1} p(a_i | A_i) \sum_{a_j=0}^{d-1} \alpha \log_2 \alpha \right],
\]

with \( \alpha = p(a_j | A_i, A_j, a_i) \) \( (62) \)

and \( \mathcal{S} \) denoting all possible strategies of Eve for preparing \( A_i \) reproducing the observed probabilities. The above quantification is based on the Shannon entropy that characterizes the average randomness involved in the probability distributions \( [66] \). Further, we have taken average of it over all possible outcomes of the first measurement.

Moreover, to quantify the genuine or guaranteed randomness we have to consider the minimum in \( (62) \) over all possible Eve’s strategy of preparing the four observables \( A_i \) that satisfy the condition \( (6) \) and gives \( \tau_d = 4(d - 1) \) under Assumptions 1-2.

Since the condition \( (6) \) is satisfied by the each of the four unknown observables \( A_1, A_2, A_3, A_4 \) and the magnitude of the temporal inequality \( (13) \) is \( 4(d - 1) \), Theorem 1 implies that there exists \( U \) such that

\[
\begin{align*}
U \Pi_i^{q_1} U^\dagger &= \Pi_i^{q_1} \otimes 1_{\mathcal{H}'} = |Z_i^{a_1}\rangle\langle Z_i^{a_1}| \otimes 1_{\mathcal{H}'}, \\
U \Pi_i^{q_2} U^\dagger &= \Pi_i^{q_2} \otimes 1_{\mathcal{H}'} = |T_i^{a_2}\rangle\langle T_i^{a_2}| \otimes 1_{\mathcal{H}'}, \\
U \Pi_i^{q_3} U^\dagger &= \Pi_i^{q_3} \otimes 1_{\mathcal{H}'} = |M_i^{a_3}\rangle\langle M_i^{a_3}| \otimes 1_{\mathcal{H}'}, \\
U \Pi_i^{q_4} U^\dagger &= \Pi_i^{q_4} \otimes 1_{\mathcal{H}'} = |N_i^{a_4}\rangle\langle N_i^{a_4}| \otimes 1_{\mathcal{H}'},
\end{align*}
\]

\( \forall a_1, a_2, a_3, a_4 \in \{0, 1, \ldots, d - 1\} \), \( (63) \)

where \( \{\Pi_i^{q_j}\} \) are the set of mutually orthogonal projectors for measurement of \( A_i \); \( |Z_i^{a_1}\rangle \) is the eigenstate of \( Z_i \) with eigenvalue \( \omega^{a_1} \), \( |T_i^{a_2}\rangle \) is the eigenstate of \( T_i \) with eigenvalue \( \omega^{a_2} \), \( |M_i^{a_3}\rangle \) is the eigenstate of \( M_i = a_i^* Z_i + 2(a_i)^3 T_i \) with eigenvalue \( \omega^{a_3} \), \( |N_i^{a_4}\rangle \) is the eigenstate of \( N_i = a_i Z_i - a_i^* T_i \) with eigenvalue \( \omega^{a_4} \). Note that satisfying the condition \( (6) \) by the each of the four observables \( A_1, A_2, A_3, A_4 \) implies that the measurement effects of each of these four observables are mutually orthogonal projectors. Moreover, if the magnitude of the temporal inequality \( (13) \) is achieved to be \( 4(d - 1) \) using the above four observables, then Theorem 1 implies that these projectors are rank-one. This follows from the fact that each of these four measurements has \( d \) number of possible outcomes and the dimension of each of the operators \( Z_i, T_i, M_i, N_i \) is \( d \). Thus, we have taken each of the projectors in the above Eq.\( (63) \) to be rank-one.

Next, we evaluate the expression of \( p(a_j | A_i, A_j, a_i) \) in order to find out \( \mathcal{H}(A_i, A_j) \) for a given \( \{A_i, A_j\} \). From Eq.\( (63) \), we can write the following,

\[
p(a_j | A_i, A_j, a_i) = \frac{\text{Tr} \left[ \left( \Pi_i^{q_i} \otimes 1_{\mathcal{H}'} \right) \left( U \rho^{(P)} U^\dagger \right) \left( \Pi_j^{q_j} \otimes 1_{\mathcal{H}'} \right) \right]}{\text{Tr} \left[ \Pi_i^{q_i} \otimes 1_{\mathcal{H}'} \right] \left( U \rho^{(P)} U^\dagger \right)}.
\]

Since \( \rho^{(P)} = 1/D \), the above expression can be simplified as

\[
p(a_j | A_i, A_j, a_i) = \frac{\text{Tr} \left[ \Pi_i^{q_i} \Pi_j^{q_j} \otimes 1_{\mathcal{H}'} \right]}{\text{Tr} \left[ \Pi_i^{q_i} \otimes 1_{\mathcal{H}'} \right]} = \text{Tr} \left[ \Pi_i^{q_i} \Pi_j^{q_j} \right] = |\langle A_i^{q_i} | A_j^{q_j} \rangle|^2,
\]

where \( |A_i^{q_i}\rangle (|A_j^{q_j}\rangle) \) is the eigenstate of \( A_i \) (\( A_j \)) with eigenvalue \( \omega^{a_i} \) (\( \omega^{a_j} \)). In the above, we have used the fact that \( \Pi_i^{q_i} \) is a rank-one projector, implying that \( \text{Tr} \left[ \Pi_i^{q_i} \right] = 1 \).

On the other hand, we have for \( \rho^{(P)} = 1/D \)

\[
p(a_i | A_i) = \text{Tr} \left[ \left( \Pi_i^{q_i} \otimes 1_{\mathcal{H}'} \right) \left( U \rho^{(P)} U^\dagger \right) \right]
\]
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\[
\mathcal{H}(A_i, A_j) = \min_{\mathcal{S}} \left[ -\sum_{a_j=0}^{d-1} \left| \langle A_i^a | A_j^{a_j} \rangle \right|^2 \log_2 \left| \langle A_i^a | A_j^{a_j} \rangle \right|^2 \right].
\]  \tag{64}

As mentioned earlier, \( \mathcal{S} \) denotes all possible strategies of Eve for preparing \( A_i \) reproducing the observed probabilities. All these strategies are connected unitarily as can be seen from Eq.(63). However, the expression \( \sum_{a_j=0}^{d-1} \left| \langle A_i^a | A_j^{a_j} \rangle \right|^2 \log_2 \left| \langle A_i^a | A_j^{a_j} \rangle \right|^2 \) is independent of the unitary \( U \). Hence, from Eq.(64), we have for the present case

\[
\mathcal{H}(A_i, A_j) = -\sum_{a_j=0}^{d-1} \left| \langle A_i^a | A_j^{a_j} \rangle \right|^2 \log_2 \left| \langle A_i^a | A_j^{a_j} \rangle \right|^2.
\]  \tag{65}

Next, consider that \( i \neq j \). At first, let us take \( i = 1 \) and \( j = 2 \). In other words, we are considering the case when the measurement of \( A_1 \) is performed at first on the initial preparation and then the measurement of \( A_2 \) is performed. For this case, Eq. (65) reduces to

\[
\mathcal{H}(A_1, A_2) = -\sum_{a_2=0}^{d-1} \left| \langle Z^{a_1}_d | T^{a_2}_d \rangle \right|^2 \log_2 \left| \langle Z^{a_1}_d | T^{a_2}_d \rangle \right|^2.
\]  \tag{66}

This can be evaluated using the expressions of the eigenstates of \( Z_d \) and \( T_d \). The spectral decomposition of \( Z_d \) and \( T_d \) are given by [37],

\[
Z_d = \sum_{q=0}^{d-1} \omega^q |q\rangle \langle q|, \quad \text{and} \quad T_d = \sum_{r=0}^{d-1} \omega^{-r} |r\rangle \langle r| T_d
\]

with

\[
|r\rangle T_d = \frac{d}{d} \sum_{q=0}^{d-1} (-1)^{\delta_{q,r}} \frac{\omega^{-\frac{q}{2}}}{1 - \omega^{-q-\frac{1}{2}}} |q\rangle.
\]

Using these, we have

\[
\left| \langle Z^{a_1}_d | T^{a_2}_d \rangle \right|^2 = \frac{4}{d^2} \frac{1}{1 - \omega^{a_1-a_2-\frac{1}{2}}}^2.
\]  \tag{67}

Now, replacing the variable \((a_1 - a_2)\) by \( x \) and using the fact that \( \omega^d = 1 \), we get

\[
\mathcal{H}(A_1, A_2) = -\sum_{x=0}^{d-1} \frac{4}{d^2} \frac{1}{1 - \omega^{x-\frac{1}{2}}}^2 \log_2 \frac{4}{d^2} \frac{1}{1 - \omega^{x-\frac{1}{2}}}^2.
\]  \tag{68}

Next, let us take \( i = 2 \) and \( j = 1 \). In other words, we are considering the case when the measurement of \( A_2 \) is performed at first on the initial preparation and then the measurement of \( A_1 \) is performed. In this case, one can easily check that

\[
\mathcal{H}(A_2, A_1) = \mathcal{H}(A_1, A_2)
\]

We now calculate \( \mathcal{H}(A_1, A_2) \) for several values of \( d \) and the variation is plotted in Fig. 2. From this figure, it is evident that \( \mathcal{H}(A_1, A_2) \) increases...
1. number of outcomes produced in the present certification protocol with the system on which the measurements are performed. Importantly, the specific measurements have proposed a novel framework for certification of the amount of output randomness $\mathcal{H}(A_i, A_j)$ with the same unitary $U$ when the measurement of $A_i$ is performed at first on the initial preparation and then the measurement of $A_j$ is performed. This plot is for four possible cases: (1) when $i = 1$ and $j = 2$, (2) when $i = 2$ and $j = 1$, (3) when $i = 3$ and $j = 4$, (4) when $i = 4$ and $j = 3$.

with $d$.

Since $M_d = a_1^2 Z_d + 2(a_1^*)^3 T_d$ and $N_d = a_1 Z_d - a_1^* T_d$ are connected to $Z_d$ and $T_d$, respectively, with the same unitary $W$ (see proof of Theorem 1), we have $\left|\langle A_1^u | A_2^v \rangle\right|^2 = \left|\langle A_3^u | A_4^v \rangle\right|^2$ for all $u, v \in \{0, 1, \ldots, d - 1\}$. Hence, for the case with $i = 3, j = 4$ and for the case with $i = 4, j = 3$, we have

$$\mathcal{H}(A_3, A_4) = \mathcal{H}(A_4, A_3) = \mathcal{H}(A_1, A_2).$$

(69)

For other combinations of $i \neq j \in \{1, 2, 3, 4\}$, we have not evaluated $\mathcal{H}(A_i, A_j)$ in the present study, and we leave it as an open question.

6 Conclusions

Formulating efficient certification protocols for quantum measurements requiring fewer assumptions or trusts on the preparation device is a worthwhile enterprise that will be helpful for establishing secure quantum information theoretic and cryptographic applications. In this work we have proposed a novel framework for certification of a particular set of $d$-outcome quantum measurements, which does not require entanglement or any other spatial quantum correlation. Further, our protocol does not need any prior knowledge or assumption about the dimension of the system on which the measurements are performed. Importantly, the specific measurements certified in the present study has fundamental significance as well as information theoretic applications. Considering a scenario consisting of a preparation followed by two measurements in sequence, we have first proposed a class of inequalities involving temporal correlations, and have then established their sum-of-squares decompositions. Using quantum violations of these inequalities, we have certified a specific set of $d$-outcome quantum measurements uniquely up to some unitary freedom. Moreover, we have shown that our certification protocol is robust against non-ideal realizations. As a proposed application, our protocol can be used to generate genuine quantum randomness.

It needs to be emphasized that one cannot certify the measurements uniquely without any assumption whatsoever on the preparation device, employing the quantum violations of our proposed temporal inequalities. Starting with a preparation device producing a maximally mixed states of dimension $D$, one can certify some particular $d$-outcome quantum measurements of dimension $D$ with $D \geq d$ following our protocol. Further, no information about $D$ is required for realizing this protocol. Therefore, in our certification scheme, preparing $D$ number of mutually orthogonal pure states in $\mathbb{C}^D$ in different experimental runs randomly by the preparation device is sufficient. In comparison, tomography of such measurements requires $O(D^2)$ characterized quantum preparations [67]. Hence, the requirement on the preparation device in our protocol is less demanding than that in the case of tomography of quantum measurements. Additionally, tomography also requires some prior knowledge about measurement devices, in contrast to those in our scheme that behave essentially as black boxes without memory.

Unlike certification protocols of $d$-outcome measurements proposed earlier [37, 68], entanglement between two spatially separated particles is not necessary for the successful realization of our protocol. However, in order to realize our protocol, one must trust that the preparation device produces maximally mixed state of a single particle. Since, for a given dimension, preparing a particular mixed state of a single particle is easier than preparing two spatially separated entangled particles, our protocol is less demanding to be verified experimentally, and should be more...
desirable for commercial purposes.

Before concluding, it would be pertinent to mention that the analysis presented in this article for certifying quantum components received from an unknown provider also furnishes a general methodology for introducing new Leggett-Garg type temporal inequalities following the structure of the existing Bell inequalities. Adopting this methodology, certification schemes for quantum devices using temporal correlations without requiring entanglement can be designed based on the existing certification protocols in the Bell scenarios involving entanglement. For example, based on the particular Bell-type inequalities proposed in [68] applicable in the $N - m - d$ scenario (involving $N$ parties, $m$ measurement settings per party, $d$ outcomes per measurement setting) with $N, m, d$ being arbitrary, one can propose Leggett-Garg type temporal inequalities involving $m$ number of $d$-outcome measurements adopting the methodology described here. Further, one can use our method to propose self-testing/certification protocols of $m$ number of $d$-outcome quantum measurements using temporal correlations without using entanglement between spatially separated particles based on the self-testing proof derived in [68]. Also, the method presented here can be further applied in the context of self-testing proof proposed in [69] to devise certification scheme of three-outcome mutually unbiased quantum measurements using temporal correlations that may be useful for secure certification of larger amount of randomness.

To summarize, though the present study proposes certification protocol of some specific quantum measurements with arbitrary number of outcomes, the method presented here is quite general and can be immediately applied in different contexts to certify a wide range of quantum measurements employing temporal quantum correlations. Finally, it is worth noting that the certified $d$-outcome quantum measurements can be rigorously implemented in optical setups [60].
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A Proof of Lemma 1

Consider that the following condition holds under Assumptions 1-2,

\[ p(a_i, a_i|A_i, A_i) = p(a_i|A_i). \]  

(70)

Also, since condition (5) holds for all \(|\psi\rangle \in \mathbb{C}^D\) (where \(D \) is arbitrary), we have

\[ p(a_i, a_i|A_i, A_i) \leq p(a_i|A_i) \quad \forall |\psi\rangle \in \mathbb{C}^D. \]  

(71)

Hence, the condition (70) for \(\rho^{(P)} = 1/D\) together with (71) implies that

\[ p(a_i, a_i|A_i, A_i) = p(a_i|A_i) \quad \forall |\psi\rangle \in \mathbb{C}^D. \]  

(72)

From the above, it follows that

\[ \langle \psi | \left( \sqrt{M_i^{a^i}} \right) \dagger \left( U_i^{a^i} \right) \dagger M_i^{a^i} U_i^{a^i} \sqrt{M_i^{a^i}} |\psi\rangle = \langle \psi |M_i^{a^i}|\psi\rangle \quad \forall |\psi\rangle \in \mathbb{C}^D, \]  

(73)

which implies

\[ \left( \sqrt{M_i^{a^i}} \right) \dagger \left( U_i^{a^i} \right) \dagger M_i^{a^i} U_i^{a^i} \sqrt{M_i^{a^i}} = M_i^{a^i}. \]  

(74)

Let \(M_i^{a^i} = \sum_{\alpha=0}^{-1} \lambda_u |\psi_u\rangle \langle \psi_u|\) with \(0 < \lambda_u \leq 1\) for all \(u \in \{0, \cdots, m-1\}\); \{|\psi_0\rangle, \cdots, |\psi_{D-1}\rangle\} \) being an orthonormal basis in \(\mathbb{C}^D\) and \(m\) \(1 \leq m \leq D\) \) is the rank of \(M_i^{a^i}\). Putting this in Eq.(74), we get the following,

\[ \left( \sum_{\alpha=0}^{-1} \sqrt{\lambda_u} |\psi_u\rangle \langle \psi_u| \right) \left( U_i^{a^i} \right) \dagger \left( \sum_{\alpha=0}^{-1} \lambda_u |\psi_u\rangle \langle \psi_u| \right) U_i^{a^i} \left( \sum_{\alpha=0}^{-1} \sqrt{\lambda_u} |\psi_u\rangle \langle \psi_u| \right) = \sum_{\alpha=0}^{-1} \lambda_u \langle \psi_u| \langle \psi_u|. \]  

(75)

Let \(\left( U_i^{a^i} \right) \dagger |\psi_u\rangle = |\phi_u\rangle\) for all \(u \in \{0, \cdots, D-1\}\), where \{|\phi_0\rangle, \cdots, |\phi_{D-1}\rangle\} \) is another orthonormal basis in \(\mathbb{C}^D\). Using this, we get from Eq.(75),

\[ \left( \sum_{\alpha=0}^{-1} \sqrt{\lambda_u} |\psi_u\rangle \langle \psi_u| \right) \left( \sum_{\alpha=0}^{-1} \lambda_u |\phi_u\rangle \langle \phi_u| \right) \left( \sum_{\alpha=0}^{-1} \sqrt{\lambda_u} |\psi_u\rangle \langle \psi_u| \right) = \sum_{\alpha=0}^{-1} \lambda_u \langle \psi_u| \langle \psi_u|. \]  

(76)

Let \(|\psi_k\rangle\) belongs to the orthonormal basis \(|\psi_0\rangle, \cdots, |\psi_{D-1}\rangle\) and \(k \in \{0, \cdots, m-1\}\). With this, we get the following from Eq.(76),

\[ \langle \psi_k| \left( \sum_{\alpha=0}^{-1} \sqrt{\lambda_u} |\psi_u\rangle \langle \psi_u| \right) \left( \sum_{\alpha=0}^{-1} \lambda_u |\phi_u\rangle \langle \phi_u| \right) \left( \sum_{\alpha=0}^{-1} \sqrt{\lambda_u} |\psi_u\rangle \langle \psi_u| \right) |\psi_k\rangle = \langle \psi_k| \left( \sum_{\alpha=0}^{-1} \lambda_u |\psi_u\rangle \langle \psi_u| \right) |\psi_k\rangle. \]  

(77)

After simplifying, we get the following condition from Eq.(77),

\[ \sum_{\alpha=0}^{-1} \lambda_u \langle \phi_u| \psi_k\rangle \langle \phi_u| \psi_k\rangle = 1. \]  

(78)

Since \{|\phi_0\rangle, \cdots, |\phi_{D-1}\rangle\} \) is an orthonormal basis in \(\mathbb{C}^D\), we have

\[ \sum_{\alpha=0}^{-1} | \langle \phi_u| \psi_k\rangle |^2 = 1. \]  

(79)
Now, subtracting Eq.(78) from Eq.(79), we get the following,
\[
\sum_{u=0}^{m-1} (1 - \lambda_u) |\langle \phi_u | \psi_k \rangle|^2 + \sum_{u=m}^{D-1} |\langle \phi_u | \psi_k \rangle|^2 = 0.
\] (80)

The left hand side of the above equation is the sum of positive terms. This sum is zero if and only if each term is zero. Hence, we have
\[
|\langle \phi_u | \psi_k \rangle|^2 = 0 \quad \forall u \in \{m, \ldots, D-1\},
\] (81)

where the above holds for all \(k \in \{0, \ldots, m-1\}\).

On the other hand, it can be shown that for each \(u \in \{0, \ldots, m-1\}\), there exists at least one \(|\psi_k\rangle\) with \(k \in \{0, \ldots, m-1\}\), such that \( |\langle \phi_u | \psi_k \rangle|^2 \neq 0 \). The negation of this leads to a contradiction as follows. Suppose, there exists one particular \(u \in \{0, \ldots, m-1\}\), denoted by \(\tilde{u}\), such that \( |\langle \phi_{\tilde{u}} | \psi_k \rangle|^2 = 0 \) for all \(k \in \{0, \ldots, m-1\}\). Hence, it is implied that \(|\phi_{\tilde{u}}\rangle\) is mutually orthogonal to \(|\psi_k\rangle\) for all \(k \in \{0, \ldots, m-1\}\). On the other hand, by definition, \(|\phi_{\tilde{u}}\rangle\) is mutually orthogonal to \(|\phi_u\rangle\) for all \(u \in \{m, \ldots, D-1\}\). Since, Eq.(81) holds for all \(k \in \{0, \ldots, m-1\}\), we can construct the following set: \(\{ |\psi_0\rangle, \ldots, |\psi_{m-1}\rangle, |\phi_{\tilde{u}}\rangle, |\phi_m\rangle, \ldots, |\phi_{D-1}\rangle \}\) consisting of \((D+1)\) number of mutually orthogonal vectors. However, in a Hilbert space of dimension \(D\), one cannot have more than \(D\) number of mutually orthogonal vectors. Therefore, for each \(u \in \{0,1, \ldots, m-1\}\), there exists at least one \(|\psi_k\rangle\) with \(k \in \{0, \ldots, m-1\}\), such that \( |\langle \phi_u | \psi_k \rangle|^2 \neq 0 \).

Since Eq.(80) can be derived for all values of \(k \in \{0, \ldots, m-1\}\), we know that there exists at least one \(k\) for each \(u \in \{0, \ldots, m-1\}\) such that
\[
(1 - \lambda_u) |\langle \phi_u | \psi_k \rangle|^2 = 0 \quad \text{and} \quad |\langle \phi_u | \psi_k \rangle|^2 \neq 0.
\] (82)

In other words, we have the following,
\[
\lambda_u = 1 \quad \forall u \in \{0, \ldots, m-1\}.
\] (83)

Hence, we have \(M^{a_i} = \sum_{u=0}^{m-1} |\psi_u\rangle \langle \phi_u|\). That is, \(M^{a_i}\) is a projector. Now, if condition (70) holds for all \(a_i \in \{0, \ldots, d-1\}\), then each of the POVM elements \(\{M^{a_i}\}\) is projector, i.e., \((M^{a_i})^2 = M^{a_i}\) for all \(a_i \in \{0, \ldots, d-1\}\). Now, it can easily be shown that the projectors \(\{M^{a_i}\}\) are mutually orthogonal. Multiplying \(M^{\tilde{a}_i}\) (with \(\tilde{a}_i \in \{0, \ldots, d-1\}\)) on the both sides of the normalization condition \(\sum_{a_i=0}^{d-1} M^{a_i} = 1\), we get \(\left(M^{\tilde{a}_i}\right)^2 + \sum_{a_i=0}^{d-1} M^{a_i} M^{\tilde{a}_i} = M^{\tilde{a}_i}\). Since, as mentioned earlier, \((M^{a_i})^2 = M^{a_i}\), we have the following,
\[
\sum_{a_i=0}^{d-1} M^{a_i} M^{\tilde{a}_i} = 0.
\] (84)

The left hand side of this condition (84) is a sum of products of two projectors. Now, product of two projectors is a positive operator [70]. Hence, the left hand side of (84) is a sum of positive operators. Therefore, we have that \(M^{a_i} M^{\tilde{a}_i} = 0\) for all \(a_i \neq \tilde{a}_i \in \{0, \ldots, d-1\}\).

Now, note that the condition (81) is satisfied for all \(k \in \{0, \ldots, m-1\}\) by the two orthonormal basis \(\{ |\psi_0\rangle, \ldots, |\psi_{m-1}\rangle \}\) and \(\{ |\phi_0\rangle, \ldots, |\phi_{D-1}\rangle \}\) in \(\mathbb{C}^D\). Hence, it is implied from (81) that the set \(\{ |\psi_0\rangle, \ldots, |\psi_{m-1}\rangle, |\phi_m\rangle, \ldots, |\phi_{D-1}\rangle \}\) is another orthonormal basis in \(\mathbb{C}^D\). Therefore, the \(m\)-dimensional subspace spanned by the vectors \(\{ |\psi_0\rangle, \ldots, |\psi_{m-1}\rangle \}\) and the \(m\)-dimensional subspace spanned by the vectors \(\{ |\phi_0\rangle, \ldots, |\phi_{m-1}\rangle \}\) are the same. It is thus implied that
\[
\sum_{u=0}^{m-1} |\psi_u\rangle \langle \psi_u| = \sum_{u=0}^{m-1} |\phi_u\rangle \langle \phi_u| = \mathbb{I},
\] (85)

where \(\mathbb{I}\) is the identity operator acting on the \(m\)-dimensional subspace spanned by the vectors \(\{ |\psi_0\rangle, \ldots, |\psi_{m-1}\rangle \}\). Since the above analysis holds for all possible choices of \(U^{a_i}\), we have (8).
B Analysis of the temporal inequality (13) and its classical bound

Consider the following quantity $\tilde{\tau}_d$ which is a function of several probability distributions as introduced in [36],

$$\tilde{\tau}_d := \sum_{k=0}^{[d/2]-1} \left[ \alpha_k (\mathbb{P}_k^1 + \mathbb{P}_k^2) - \beta_k (Q_k^1 + Q_k^2) \right],$$

(86)

where the expressions $\mathbb{P}_k^1$, $\mathbb{P}_k^2$, $Q_k^1$ and $Q_k^2$ are defined as

$$\mathbb{P}_k^1 = p(A_1 = A_3 + k) + p(A_2 = A_3 - k) + p(A_2 = A_4 + k) + p(A_1 = A_4 - k - 1),$$

(87)

$$Q_k^1 = p(A_1 = A_3 - k - 1) + p(A_2 = A_3 + k + 1) + p(A_2 = A_4 - k - 1) + p(A_1 = A_4 + k),$$

(88)

$$\mathbb{P}_k^2 = p(A_3 = A_1 + k) + p(A_3 = A_2 - k) + p(A_4 = A_2 + k) + p(A_4 = A_1 - k - 1),$$

(89)

and

$$Q_k^2 = p(A_3 = A_1 - k - 1) + p(A_3 = A_2 + k + 1) + p(A_4 = A_2 - k - 1) + p(A_4 = A_1 + k),$$

(90)

with

$$\alpha_k = \frac{1}{2d} \left[ g(k) + (-1)^d \tan \left( \frac{\pi}{4d} \right) \right], \quad \beta_k = \frac{1}{2d} \left[ g(k + 1/2) - (-1)^d \tan \left( \frac{\pi}{4d} \right) \right].$$

(91)

Here, $g(k) = \cot [\pi(k + 1/4)/d]$. Also, $p(A_i = A_j + k) := \sum_{m=0}^{d-1} p(a_i = m + k \mod d, a_j = m|A_i, A_j)$, where $p(a_i = m + k \mod d, a_j = m|A_i, A_j)$ denotes the joint probability of getting the outcome $a_i = (m + k \mod d)$ when the measurement of $A_i$ is performed on the initially prepared state $\rho^{(P)}$ and the outcome $a_j = m$ when the measurement of $A_j$ is performed on the post measurement state of $A_i$. Following this notation, $\mathbb{P}_k^1$ and $Q_k^1$ involve the probability distributions for the experimental runs in which $A_1$ or $A_2$ is measured at first on the initial preparation $\rho^{(P)}$ and then $A_3$ or $A_4$ is measured on the post measurement state. Similarly, $\mathbb{P}_k^2$ and $Q_k^2$ contain the probability distributions for the experimental runs in which $A_3$ or $A_4$ is measured at first on the initial preparation $\rho^{(P)}$ and then $A_1$ or $A_2$ is measured on the post measurement state.

Now, following the calculations mentioned in the supplementary material of the Ref. [36], it can be shown that

$$\tau_d = d \tilde{\tau}_d - 8S$$

(92)

with

$$S = \frac{1}{2} \left\{ 1 - \cot \left[ \frac{\pi}{d} \left( \left\lfloor \frac{d}{2} \right\rfloor + \frac{1}{4} \right) \right] \right\}.$$  

(93)

Here, $\tau_d$ is the left hand sides of the temporal inequalities (13), i.e.,

$$\tau_d = \sum_{k=1}^{d-1} \left[ a_k \langle A_1^{(k)} A_3^{(d-k)} \rangle + a_k^* \omega^k \langle A_1^{(k)} A_4^{(d-k)} \rangle + a_k^* \langle A_2^{(k)} A_3^{(d-k)} \rangle + a_k \langle A_2^{(k)} A_4^{(d-k)} \rangle ight. \right.$$

$$\left. + a_k \langle A_3^{(d-k)} A_1^{(k)} \rangle + a_k^* \omega^k \langle A_3^{(d-k)} A_4^{(k)} \rangle + a_k^* \langle A_4^{(d-k)} A_2^{(k)} \rangle + a_k \langle A_4^{(d-k)} A_3^{(k)} \rangle \right].$$

One can see that $\tilde{\tau}_d$ is actually a linear function of probability distributions $p(a_i, a_j|A_i, A_j)$ with real coefficients. Hence, Eq.(92) implies that the left hand side of the temporal inequality (13) always takes real values.
Let us now concentrate on the classical bound of the inequality (13) proposed in the main text. Note that \( \tilde{\tau}_d \) can be expressed in the following alternative form,

\[
\tilde{\tau}_d = \sum_{k=0}^{d-1} \alpha_k \left[ p(A_1 = A_3 + k) + p(A_2 = A_4 + k) + p(A_3 = A_1 + k) + p(A_4 = A_2 + k) \\
+ p(A_2 = A_3 - k) + p(A_1 = A_4 - k - 1) + p(A_3 = A_2 - k) + p(A_4 = A_1 - k - 1) \right].
\]

(94)

This can be achieved using the relation that \( \alpha_k = -\beta_{d-k-1}. \) Hence, the terms of the sum which are attached with \( \beta_k \) can be shifted to indices \( k = \lfloor d/2 \rfloor, \ldots, d-1 \) and are now associated with an \( \alpha_k \) [36]. For the cases where \( d \) is odd, the term \( k = \lfloor d/2 \rfloor \) disappears, as \( \alpha_{\lfloor d/2 \rfloor} = 0. \)

Next, we use the notion of “macrorealism” [46] which is the conjunction of the following two assumptions, in order to derive the classical bound of the temporal inequality (13): (i) Realism: At any instant, irrespective of any measurement, a system is definitely in any one of the available states such that all its observable properties have definite values. (ii) Noninvasive measurability: It is possible, in principle, to determine which of the states the system is in, without affecting the state itself or the system’s subsequent evolution. This notion of “macrorealism” is one of the central concepts underpinning the classical world view.

The conjunction of the assumptions ‘Realism’ and ‘Noninvasive measurability’ implies that the probability of getting the outcomes \( a_i \) and \( a_j \), when the measurements of \( A_i \) and \( A_j \), respectively, are performed, does not depend on the order of the two measurements. Mathematically, it implies that \( p(a_i, a_j|A_i, A_j) = p(a_j, a_i|A_i, A_j) \). Using this and from the definition of \( p(A_i = A_j + k) \), we have

\[
p(A_j = A_i + k) = p(A_i = A_j - k) = p(A_i = A_j + d - k) \quad \forall i, j \in \{1, 2, 3, 4\} \text{ and } \forall k \in \{0, 1, \ldots, d-1\}.
\]

Hence, we have

\[
\sum_{k=0}^{d-1} \left[ p(A_i = A_j + k) + p(A_j = A_i + k) \right] = \sum_{k=0}^{d-1} 2p(A_i = A_j + k) \quad \forall i, j \in \{1, 2, 3, 4\}.
\]

(95)

Using (95) and (94), the expression of \( \tilde{\tau}_d \) for classical systems (denoted by \( \tilde{\tau}_{d,c} \)) becomes

\[
\tilde{\tau}_{d,c} = \sum_{k=0}^{d-1} 2\alpha_k \left[ p(A_1 = A_3 + k) + p(A_2 = A_4 + k) + p(A_2 = A_3 - k) + p(A_4 = A_1 - k - 1) \right].
\]

(96)

Now, ‘Realism’ implies that we can assign definite value to each of the observables which is revealed as the outcome of the measurement. Let the assigned value of \( A_i \) be denoted by \( v_i \) for all \( i \in \{1, 2, 3, 4\} \). Also, ‘Noninvasive measurability’ implies that \( v_i \) remains unaffected whether or not any measurement is performed prior to the measurement of \( A_i \). Next, let us assign one value \( q \) such that \( p(A_i = A_j + k) = \delta_{k,q} \), where \( \delta_{k,q} \) is the Kronecker delta function. Here \( q \) depends on \( A_i \) and \( A_j \) but not all pairs of \( A_i \) and \( A_j \) appearing in \( \tilde{\tau}_{d,c} \). In this way, we can define four variables \( q_i \in \{0, 1, \ldots, d-1\} \) satisfying the following conditions [36],

\[
\begin{align*}
v_1 - v_3 &= q_1, \\
v_3 - v_2 &= q_2, \\
v_2 - v_4 &= q_3, \\
v_4 - v_1 &= q_4 + 1.
\end{align*}
\]

(97)

Due to the chained character of these equations, we have

\[
q_4 = -1 - \sum_{i=1}^{3} q_i \mod d.
\]
With these, $\tilde{\tau}_{dc}$ becomes

$$\tilde{\tau}_{dc} = 2 \left( \sum_{i=1}^{3} \alpha_{qi} + \alpha - \sum_{i=1}^{3} q_{i} \mod d \right), \quad (98)$$

where $\alpha_k$ is defined in Eq.(91). Therefore, the classical bound of $\tilde{\tau}_d$ is given by,

$$\tilde{C}_d = 2 \max_{0 \leq q_{1}, q_{2}, q_{3} \leq d-1} \left( \sum_{i=1}^{3} \alpha_{qi} + \alpha - \sum_{i=1}^{3} q_{i} \mod d \right). \quad (99)$$

Next, using Theorem 1 in the supplementary material of the Ref. [36], we have

$$\max_{0 \leq q_{1}, q_{2}, q_{3} \leq d-1} \left( \sum_{i=1}^{3} \alpha_{qi} + \alpha - \sum_{i=1}^{3} q_{i} \mod d \right) = 3\alpha_0 + \alpha_{d-1} \quad (100)$$

Hence, using Eqs.(91), (92) and (93), the classical bounds $C_d$ of the temporal inequalities (13) are obtained as follows

$$C_d = d\tilde{C}_d - 8S$$
$$= 2d(3\alpha_0 + \alpha_{d-1}) - 8S$$
$$= 3\cot\left(\frac{\pi}{4d}\right) - \cot\left(\frac{3\pi}{4d}\right) - 4. \quad (101)$$

C Proof of Lemma 2

Here we present an example in the case of $d = 2$ to show that if we are not restricted to any assumption on the state preparation, then there exists two different projective measurements such that those two measurements are not connected unitarily although $\tau_d = 4(d - 1)$ is achieved.

For the first strategy, the prepared state is of the form

$$\begin{pmatrix} \cos \theta \\ e^{i\phi} \sin \theta \\ 0 \end{pmatrix}$$

for any $\theta, \phi$, and the measurements are of the form $A_i = A_i^+ - A_i^-$ such that $A_i^+ = |u_i\rangle\langle u_i|$ and $A_i^- = 1 - |u_i\rangle\langle u_i|$ wherein

$$|u_1\rangle = \begin{pmatrix} 1 \\ 0 \\ 0 \end{pmatrix}, \quad |u_2\rangle = \begin{pmatrix} \cos \pi/4 \\ \sin \pi/4 \\ 0 \end{pmatrix}, \quad |u_3\rangle = \begin{pmatrix} \cos \pi/8 \\ \sin \pi/8 \\ 0 \end{pmatrix}, \quad |u_4\rangle = \begin{pmatrix} -\sin \pi/8 \\ 0 \\ 0 \end{pmatrix}.$$

For the second strategy, the prepared state is

$$\begin{pmatrix} 0.427 \\ -0.512 - 0.0548i \\ 0.067 + 0.0747i \end{pmatrix}.$$

and the measurements are of the form $A_i = A_i^+ - A_i^-$ such that $A_i^+ = |v_i\rangle\langle v_i|$ and $A_i^- = 1 - |v_i\rangle\langle v_i|$ wherein

$$|v_1\rangle = \begin{pmatrix} 1 \\ 0 \\ 0 \end{pmatrix}, \quad |v_2\rangle = \begin{pmatrix} 0.582 \\ -0.275 + 0.308i \\ -0.264 + 0.137i \end{pmatrix}, \quad |v_3\rangle = \begin{pmatrix} \cos \pi/4 \\ 1/2 e^{i\pi/4} \\ 1/2 e^{i\pi/4} \end{pmatrix}, \quad |v_4\rangle = \begin{pmatrix} 0.910 \\ -0.135 - 0.384i \\ -0.104 - 0.393i \end{pmatrix}.$$
We can verify that $\gamma_2 = 4$ is achieved by both the strategies, where $\gamma_2$ is defined in (25). If there exists a unitary, say $U$, that transforms one set of measurements to the other, then the following relations must hold

$$U|u_i⟩ = |v_i⟩, \quad \forall i = 1, 2, 3, 4. \quad (102)$$

However, the fact that $|⟨u_1|u_3⟩| \neq |⟨v_1|v_3⟩|$ implies that such a unitary does not exist. Note that the above example is in the three-dimensional binary outcome projective measurement scenario. Other such examples can easily be constructed in higher dimensions.

D Proof of Theorem 2

Suppose the non-ideal observables $\tilde{A}_1, \tilde{A}_2, \tilde{A}_3, \tilde{A}_4$ satisfy the following,

$$p(a_i|\tilde{A}_i) - p(a_i, a_i|\tilde{A}_i, \tilde{A}_i) = \eta_i^{(a_i)} \quad \forall \ a_i \in \{0, \cdots, d-1\}, \ \forall \ i \in \{1, 2, 3, 4\}. \quad (103)$$

Since condition (5) holds for all $|ψ⟩ \in C^D$ (where $D$ is arbitrary), we have

$$p(a_i|\tilde{A}_i) - p(a_i, a_i|\tilde{A}_i, \tilde{A}_i) \geq 0 \quad \forall \ |ψ⟩ \in C^D. \quad (104)$$

Hence, the condition (103) together with (104) under Assumptions 1-2 implies that

$$0 \leq ⟨\tilde{K}_i^a | \tilde{K}_i^a - \tilde{K}_i^a | \tilde{K}_i^4 | \tilde{K}_i^4 | \psi⟩ < D\eta_i^{(a_i)} \quad \forall \ |ψ⟩ \in C^D, \ \forall \ a_i \in \{0, \cdots, d-1\}, \ \forall \ i \in \{1, 2, 3, 4\}. \quad (105)$$

Hence, condition (105) implies the following,

$$0 \leq \tilde{K}_i^a - \tilde{K}_i^a - \tilde{K}_i^a | \tilde{K}_i^4 | \tilde{K}_i^4 | \psi⟩ < D\eta_i^{(a_i)} \quad \forall \ a_i \in \{0, \cdots, d-1\}, \ \forall \ i \in \{1, 2, 3, 4\}. \quad (106)$$

Next, let us define the following positive Hermitian operator acting on $C^D$ for all $a_i \in \{0, \cdots, d-1\}$ and for all $i \in \{1, 2, 3, 4\}$,

$$W_i^a = \tilde{K}_i^a - \tilde{K}_i^a - \tilde{K}_i^a | \tilde{K}_i^4 | \tilde{K}_i^4. \quad (107)$$

Also, consider that $λ_i^{a_1}, \cdots, λ_i^{a_D} \in \mathbb{R}$ are the eigenvalues of $W_i^a$. Hence, from (106), we can write

$$0 \leq λ_i^{a_i} < D\eta_i^{(a_i)} \quad \forall \ x \in \{0, \cdots, D-1\}, \ \forall \ a_i \in \{0, \cdots, d-1\}, \ \forall \ i \in \{1, 2, 3, 4\}. \quad (108)$$

Now, from the definition of Hilbert Schmidt norm, we have for all $a_i \in \{0, \cdots, d-1\}$ and for all $i \in \{1, 2, 3, 4\}$

$$\|W_i^a\|_{HS} = \sqrt{\sum_{x=0}^{D-1} (λ_i^{a_x})^2} \quad (109)$$

Now, using (107-109), we can write

$$\|\tilde{K}_i^a - \tilde{K}_i^a - \tilde{K}_i^a | \tilde{K}_i^4 | \tilde{K}_i^4\|_{HS} < \eta_i^{(a_i)} D^2 \quad \forall \ a_i \in \{0, \cdots, d-1\}, \ \forall \ i \in \{1, 2, 3, 4\}. \quad (110)$$

Next, for the ideal observables $A_i$ (with $i \in \{1, 2, 3, 4\}$) satisfying (6), we have that $K_i^{a_1} K_i^{a_2} = (K_i^{a_1})^2 (K_i^{a_2})^2$ for all $a_i \in \{0, \cdots, d-1\}$. This follows from the fact that each of the ideal measurements satisfies the condition (73) mentioned in Appendix A for all $a_i \in \{0, \cdots, d-1\}$. Incorporating this relation into Eq.(110), we have

$$\|\rho^P \{\tilde{K}_i^a - \tilde{K}_i^a \}^2 \{\tilde{K}_i^4 - \tilde{K}_i^4 \}^2\|_{HS} < \eta_i^{(a_i)} \quad \forall \ a_i \in \{0, \cdots, d-1\}, \ \forall \ i \in \{1, 2, 3, 4\}. \quad (111)$$
E Proof of Theorem 3

We first take the condition (6) to be satisfied by the each of the four non-ideal observables $\tilde{A}_1$, $\tilde{A}_2$, $\tilde{A}_3$, $\tilde{A}_4$ under Assumptions 1-2. Hence, the measurement effects of each of these observables are mutually orthogonal projectors, which follows from Lemma 1. Hence, $\tilde{A}_i^{(k)}$ is unitary operator and $A_i^{(k)} = \tilde{A}_i^{(k)}$ for all $x \in \{1, 2, 3, 4\}$ and for all $k \in \{0, \ldots, d-1\}$. Also it implies that the condition (8) holds true for all the four non-ideal observables. With these non-ideal unitary observables, we have $\text{Tr}[\tilde{\beta}_{td}(\rho^{(P)})] = 4(d-1) - \epsilon$ (with $\epsilon > 0$), where $\tilde{\beta}_{td}$ is the operator given by Eq.(17) with $\tilde{A}_1$, $\tilde{A}_2$, $\tilde{A}_3$, $\tilde{A}_4$. Similar to (18), we define

$$\begin{align*}
\tilde{B}_1^{(k)} &= a_k \tilde{A}_3^{-k} + a_k^* \omega^k \tilde{A}_4^{-k}, \\
\tilde{B}_2^{(k)} &= a_k \tilde{A}_3^{-k} + a_k^* \tilde{A}_4^{-k}.
\end{align*}$$

(112)

Let us also define the following,

$$\tilde{P}_x^{(k)} = 1 - \tilde{A}_x^k \tilde{B}_x^{(k)} \quad \forall x \in \{1, 2\}, \forall k \in \{1, \ldots, d-1\}.$$  

(113)

Now, following the calculation similar to that in Sec. 3.2, we get Eq.(23) involving $\tilde{P}_x^{(k)}$ and the operator $\tilde{\beta}_{td}$ with $\tilde{A}_1$, $\tilde{A}_2$, $\tilde{A}_3$, $\tilde{A}_4$. From this, we have

$$\text{Tr}[\rho^{(P)} \sum_{k=1}^{d-1} \sum_{x=1}^{2} \left( (\tilde{P}_x^{(k)})^\dagger (\tilde{P}_x^{(k)}) \right)] = \text{Tr}[\rho^{(P)} (4(d-1) - \tilde{\beta}_{td})].$$

Since $\rho^{(P)} = 1/D$, we get,

$$\text{Tr}\left[ \sum_{k=1}^{d-1} \sum_{x=1}^{2} \left( (\tilde{P}_x^{(k)})^\dagger (\tilde{P}_x^{(k)}) \right) \right] = D\epsilon.$$  

(114)

Being the sum of positive numbers, we get for the individual term,

$$\text{Tr}\left[ (\tilde{P}_x^{(k)})^\dagger (\tilde{P}_x^{(k)}) \right] = f_{k,x}(\epsilon) \leq D\epsilon \quad \forall \ k, x.$$  

(115)

where $\sum_{k,x} f_{k,x}(\epsilon) = D\epsilon$ and $f_{k,x}(\epsilon) \geq 0$ for all $k, x$. Now, from Eq.(115), we get

$$\|\tilde{P}_x^{(k)}\|_{HS} \leq \sqrt{D\epsilon} \quad \forall \ k, x.$$  

(116)

Hence, from Eq.(113), we can write that

$$\|\mathbb{1} - \tilde{A}_x^k \tilde{B}_x^{(k)}\|_{HS} \leq \sqrt{D\epsilon} \quad \forall \ k, x.$$  

(117)

Now, for the ideal measurements, Eq.(37) implies that $A_x^k B_x^{(k)} = \mathbb{1}$ for all $k, x$. Thus, from the above relation we get

$$\|A_x^k B_x^{(k)} - \tilde{A}_x^k \tilde{B}_x^{(k)}\|_{HS} \leq \sqrt{D\epsilon} \forall k, x.$$  

(118)

Since $\rho^{(P)} = 1/D$, we get the following from Eq.(118),

$$\| (A_x^k B_x^{(k)}) \rho^{(P)} - (\tilde{A}_x^k \tilde{B}_x^{(k)}) \rho^{(P)} \|_{HS} \leq \sqrt{\frac{\epsilon}{D}} < \sqrt{\epsilon} \quad \forall k, x.$$  

(119)

Putting $x = k = 1$, in Eq.(119), we get Eqs.(54), and putting $x = 2, k = 1$ in Eq.(119), we get (55). These constitute a set of robustness arguments of our certification scheme.
Next, we have for all $k, x$
\[
\left\| 1 + \left( \widetilde{B}_x^{(k)} \right)^\dagger \left( \widetilde{A}_x^{(k)} \right)^\dagger \right\|_{\text{HS}} = \left\| 21 - \left[ 1 - \left( \widetilde{B}_x^{(k)} \right)^\dagger \left( \widetilde{A}_x^{(k)} \right)^\dagger \right] \right\|_{\text{HS}}
\leq 2 \left\| 1 \right\|_{\text{HS}} + \left\| - \left[ 1 - \left( \widetilde{B}_x^{(k)} \right)^\dagger \left( \widetilde{A}_x^{(k)} \right)^\dagger \right] \right\|_{\text{HS}}
\leq \sqrt{D}(2 + \sqrt{\epsilon})
\]  
(122)

where we have used the triangle inequality for the Hilbert-Schmidt norm to get (121). We have also used (120) and the fact that $\left\| 1 \right\|_{\text{HS}} = \sqrt{D}$ to get (122).

In a similar way, it can be shown using (117) that
\[
\left\| 1 + \widetilde{A}_x^{k} \widetilde{B}_x^{k} \right\|_{\text{HS}} \leq \sqrt{D}(2 + \sqrt{\epsilon}) \quad \forall \; k, x.
\]  
(123)

Now, we can obtain the following relation for all $k, x$,
\[
\left\| 1 - \left( \widetilde{B}_x^{(k)} \right)^\dagger \left( \widetilde{B}_x^{(k)} \right) \right\|_{\text{HS}}
= \left\| 1 - \left( \widetilde{B}_x^{(k)} \right)^\dagger \left( \widetilde{A}_x^{(k)} \right)^\dagger \left( \widetilde{B}_x^{(k)} \right) \right\|_{\text{HS}}
= \left\| \frac{1}{2} \left[ \left( 1 + \left( \widetilde{B}_x^{(k)} \right)^\dagger \left( \widetilde{A}_x^{(k)} \right)^\dagger \right) \left( 1 - \widetilde{A}_x^{k} \widetilde{B}_x^{k} \right) + \left( 1 - \left( \widetilde{B}_x^{(k)} \right)^\dagger \left( \widetilde{A}_x^{(k)} \right)^\dagger \right) \left( 1 + \widetilde{A}_x^{k} \widetilde{B}_x^{k} \right) \right] \right\|_{\text{HS}}
\leq \frac{1}{2} \left\| \left( 1 + \left( \widetilde{B}_x^{(k)} \right)^\dagger \left( \widetilde{A}_x^{(k)} \right)^\dagger \right) \right\|_{\text{HS}} + \frac{1}{2} \left\| \left( 1 - \left( \widetilde{B}_x^{(k)} \right)^\dagger \left( \widetilde{A}_x^{(k)} \right)^\dagger \right) \left( 1 + \widetilde{A}_x^{k} \widetilde{B}_x^{k} \right) \right\|_{\text{HS}}
\leq \frac{1}{2} \left\| \left( 1 + \left( \widetilde{B}_x^{(k)} \right)^\dagger \left( \widetilde{A}_x^{(k)} \right)^\dagger \right) \right\|_{\text{HS}} \left\| 1 - \widetilde{A}_x^{k} \widetilde{B}_x^{k} \right\|_{\text{HS}} + \frac{1}{2} \left\| \left( 1 - \left( \widetilde{B}_x^{(k)} \right)^\dagger \left( \widetilde{A}_x^{(k)} \right)^\dagger \right) \right\|_{\text{HS}} \left\| 1 + \widetilde{A}_x^{k} \widetilde{B}_x^{k} \right\|_{\text{HS}}
\leq D\sqrt{\epsilon}(2 + \sqrt{\epsilon})
\]  
(128)

where we have used $\left( \widetilde{A}_x^{k} \right)^\dagger \left( \widetilde{A}_x^{k} \right) = 1$ (since, $\widetilde{A}_x^{k}$ is a unitary operator). Next, the triangle inequality for the Hilbert-Schmidt norm is used to get (126). We obtain (127) as the Hilbert-Schmidt norm is a submultiplicative norm (i.e., for all $n \times n$ square matrices $A$ and $B$, $\|AB\|_{\text{HS}} \leq \|A\|_{\text{HS}} \|B\|_{\text{HS}}$). Finally, we have used conditions (117), (120), (122), (123) to get (128) from (127).

Now, for ideal measurements, Eq. (38) implies that $\left( \widetilde{B}_x^{(k)} \right)^\dagger \left( \widetilde{B}_x^{(k)} \right) = 1$ for all $x \in \{1, 2\}$ and for all $k \in \{1, \cdots, d - 1\}$. Hence, from (128), we get
\[
\left\| \left( \widetilde{B}_x^{(k)} \right)^\dagger \left( \widetilde{B}_x^{(k)} \right) - \left( \widetilde{B}_x^{(k)} \right)^\dagger \left( \widetilde{B}_x^{(k)} \right) \right\|_{\text{HS}} \leq D\sqrt{\epsilon}(2 + \sqrt{\epsilon}).
\]  
(129)

Next, considering $\rho^{(P)} = 1/D$, we get the following from the above inequality,
\[
\left\| \left( \widetilde{B}_x^{(k)} \right)^\dagger \left( \widetilde{B}_x^{(k)} \right) \rho^{(P)} - \left( \widetilde{B}_x^{(k)} \right)^\dagger \left( \widetilde{B}_x^{(k)} \right) \rho^{(P)} \right\|_{\text{HS}} \leq \sqrt{\epsilon}(2 + \sqrt{\epsilon}).
\]  
(130)
Now, putting \( x = 1 \) and \( k = 1 \), we get (56) after some simplification. Eq.(56) presents another robustness argument of our certification scheme for \( A_3 \) and \( A_4 \).

A similar procedure can be followed in order to establish robustness arguments for \( A_1 \) and \( A_2 \). For this, consider

\[
C_1^{(k)} = a_k A_1^{-k} + a_k^* A_2^{-k} \quad \text{and} \quad C_2^{(k)} = \omega_k a_k^* A_1^{-k} + a_k A_2^{-k}.
\]

Then, one can have another sum-of-squares decomposition of the inequality (13) as

\[
\sum_{k=1}^{d-1} \sum_{x=1}^{2} \left[ (Q_x^{(k)})^\dagger \left( Q_x^{(k)} \right) \right] = 4(d - 1) \mathbb{1} - \hat{\beta}_{rd}
\]

with

\[
Q_x^{(k)} = 1 - A_x^{k+2} C_x^{(k)} \quad \forall x \in \{1, 2\}, \forall k \in \{1, \cdots, d - 1\}.
\]

(131)

Through a similar analysis as discussed above, we get the following relation for all \( k, x \),

\[
\left\Vert \left[ \left( C_x^{(k)} \right)^\dagger \left( C_x^{(k)} \right) \right] \rho^{(P)} - \left[ \left( \tilde{C}_x^{(k)} \right)^\dagger \left( \tilde{C}_x^{(k)} \right) \right] \rho^{(P)} \right\Vert_{\text{HS}} \leq \sqrt{\epsilon} (2 + \sqrt{\epsilon}).
\]

(132)

Now, putting \( x = 1 \) and \( k = 1 \) in (132), we get the robustness expression (57) involving \( A_1 \) and \( A_2 \).