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The variational principle of quantum me-
chanics is the backbone of hybrid quantum
computing for a range of applications. How-
ever, as the problem size grows, quantum logic
errors and the effect of barren plateaus over-
whelm the quality of the results. There is now
a clear focus on strategies that require fewer
quantum circuit steps and are robust to device
errors. Here we present an approach in which
problem complexity is transferred to dynamic
quantities computed on the quantum proces-
sor — Hamiltonian moments, (H"). From these
quantum computed moments, an estimate of
the ground-state energy can be obtained us-
ing the “infimum” theorem from Lanczos cu-
mulant expansions which manifestly corrects
the associated variational calculation. With
higher order effects in Hilbert space gener-
ated via the moments, the burden on the trial-
state quantum circuit depth is eased. The
method is introduced and demonstrated on 2D
quantum magnetism models on lattices up to
5 x 5 (25 qubits) implemented on IBM Quan-
tum superconducting qubit devices. Moments
were quantum computed to fourth order with
respect to a parameterised antiferromagnetic
trial-state. A comprehensive comparison with
benchmark variational calculations was per-
formed, including over an ensemble of ran-
dom coupling instances. The results showed
that the infimum estimate consistently outper-
formed the benchmark variational approach
for the same trial-state. These initial investiga-
tions suggest that the quantum computed mo-
ments approach has a high degree of stability
against trial-state variation, quantum gate er-
rors and shot noise, all of which bodes well for
further investigation and applications of the
approach.

1 Introduction

Quantum computers represent a new paradigm for
computing that is witnessing rapid advances in both
hardware and software. Fully programmable devices
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are emerging, and evidence of information processing
at a scale that competes with supercomputers for cer-
tain sampling problems has been reported in a quan-
tum device comprising 53 qubits [1]. The major chal-
lenge of the field is to demonstrate “quantum advan-
tage” for real-world problems. There are approaches
to a range of potential application areas, including
bioinformatics [2], chemistry [3, 4], optimisation [5],
finance [6, 7] and machine learning [8], to name a
few. However, in the short to medium term, quantum
computer (QC) technology will be constrained to the
so-called noisy intermediate scale quantum (NISQ)
regime [9] — where the performance of QC devices will
inevitably be dominated by the level of logic precision
inherent in the hardware.

In NISQ devices, the quest for quantum advantage
is challenged by errors in logic and read-out which
place severe restrictions on the number of time-steps,
or “depth”, of any given quantum circuit before the
results are scrambled. Hybrid quantum algorithms
such as the Variational Quantum Eigensolver (VQE)
[10] or the Quantum Approximate Optimisation Algo-
rithm (QAOA) [5] adapt variational-style hybrid ap-
proaches to the problem cast in Hamiltonian form.
However, the application to real-world problems gen-
erally requires relatively deep quantum circuits lead-
ing to barren plateau effects, exacerbated by the ac-
cumulation of quantum logic errors [11, 12]. In NISQ
devices, quantum circuit depth is perhaps the most
precious quantum resource.

In this work we introduce an alternative method
for computing the lowest energy of a problem Hamil-
tonian system, H, based on minimising circuit depth
by transferring complexity to the computation of
moments of the Hamiltonian, (H™), with respect
to a given trial-state (Figure 1). Such quantities
are central to certain non-perturbative approximation
schemes in many-body theory, but are generally diffi-
cult to compute classically as the problem scales. The
key in our approach is to reserve the quantum resource
for the direct computation of the Hamiltonian mo-
ments, which are then used to determine ground-state
energy estimates that correct the variational result
(first moment, (H)). In our initial implementation of
the quantum computed moments (QCM) method, the
results obtained appear highly robust to device noise
and provide a significant correction to the energy of
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Figure 1: Overview of the quantum computed moments (QCM) approach. (a) Problem cast in Hamiltonian form, H, with
solution energy Ey. (b) Pre-processing: reduction of the exponentiated form H™ into tensor product basis (TPB) sets of
Pauli strings {Q,(C")}, to order Mmax. Quantum processing: with respect to a trial-state |¢tria1(5)> the expectation values
(Q;")) of all terms in the TPB set are measured. Post-processing: from the measurements of ( ,(Cn)> Hamiltonian moments,

(H™) = (¢trial (0)| H™ | dtria1(0)) are assembled, transformed to cumulants ¢, (#), and the infimum estimate Eéi“D(G) computed.
(c) The infimum estimate Eémf)(g) of the ground-state energy solution, FEo, provides a correction to the variational result

min(H) .

the benchmark variational result.

This paper is organised as follows: Section 2 de-
scribes the problem in Hamiltonian form and the vari-
ational approach in the context of hybrid quantum
computing. In Section 3 we review the background of
the QCM approach: the connection of Hamiltonian
moments to the Lanczos expansion approach and the
infimum theorem that provides energy estimates to
a given moment order. In Section 4 we define the
problem Hamiltonian for the demonstration — quan-
tum spin systems on 2D lattices — and provide details
on the tensor product basis set construction and scal-
ing. Results obtained by computing moments on IBM
Quantum devices and associated simulations are pro-
vided in Section 5, and conclusions drawn in Section
6.

2 Hamiltonian form and the varia-
tional limit

We consider problems which, when converted to a
quantum context, can be reduced to finding the
ground-state energy of an equivalent problem Hamil-
tonian H over strings of qubit operators {I, X, Y, Z} —
this general class of problems encompasses a number
of applications. We write the problem Hamiltonian
over g qubits as:

H=> wlP]. (1)
The sum is over Pauli strings [P;] = 01(9)02(%)...04(%),
where for the mth qubit we have o,,(i) =
(I,X,Y,or Z) defined by the problem, and each term
has a weight w;. The solution is the lowest energy
state of H, which we denote Ey. This is, in general, a




difficult task given the Hilbert space dimension grows
as 29.

Approaches to solve such problems based on the
well-known variational principle in quantum mechan-
ics have gained widespread appeal in the NISQ era of
quantum computing. The variational quantum eigen-
solver (VQE) [10] is a hybrid approach to finding an
approximation to Ey on a quantum computer. VQE
begins by setting up a quantum circuit to create the
parameterised trial-state |peia(6)) over a set of pa-
rameters f. The expectation values ([P;] 7), in the

—

state |dirial(6)) are estimated term by term via re-
peated initialisation and measurement of the QC, and
summed to produce (H)z. This procedure is incor-
porated into a classical loop minimising the result
with respect to the trial-state parameters to produce
the lowest upper bound (H)z; on Ep. In VQE, the

—

state |Pirial (0)) is implemented as a sequence of p sub-
circuits involving mixing and entangling operations
governed by parameters g(m) in the mth sub-circuit
block. As the number of circuit blocks increases, the
total circuit depth grows, as does the set of parame-
ters {6(1),0(2),...0(p)}, the trial-state becomes more
and more complicated in order to better approximate
the ground-state of the problem. Working against
this, errors in a NISQ device accumulate in the out-
put, thereby restricting the maximum depth of the
trial-state circuit and limiting convergence of the vari-
ational procedure [11, 12]. This is generally a critical
barrier to overcome in practical applications.

While the variational procedure is an obvious and
time-proven place to start, it is clear that the quan-
tum resource must be used as efficiently as possible.
We focus on valuing quantum circuit depth by ex-
ploiting dynamics in the Hamiltonian as the defini-
tive generator of the ground-state estimate to ease
the complexity of the trial-state. The quantum com-
puted moments approach produces a correction to the
variational result, effectively trading quantum circuit
depth for an increased number of measurements and
classical post-processing.

3 Quantum  computed moments

(QCM) approach

The focus on using a quantum computer to directly
compute moments of the Hamiltonian (H™) with re-
spect to a trial-state is inspired by a cumulant ex-
pansion of the Lanczos method [13]. Uncovered for
extensive systems in the context of lattice gauge field
theory, the cumulant expansion of the Lanczos tri-
diagonalised form allows for the ground-state of the
diagonalised system to be obtained via an “infimum”
theorem [14]. Typically, the computation of (H™)
scales poorly with classical computing resources for
non-homogenous H — the utility of the infimum ap-
proach has been limited to homogeneous systems.

However, the emergence of quantum computers sheds
new light on the overall approach and its possibilities.

We begin the description with the well-known Lanc-
zos recursion method [15] for estimating the lowest
energy eigenvalue(s) of a system. It has recently been
considered in the quantum computing context with
the introduction of “imaginary-time” evolution algo-
rithms [16-18] and in error mitigation [19]. The trans-
formation of the Hamiltonian into tri-diagonal form
with respect to some initial trial-state |v1), proceeds
according to the Lanczos recursion as [15]:

1
i =37

The matrix elements of the Hamiltonian in the
Lanczos-basis are given by «; = (v;|H|v;) and 3; =
(vit1|H|v;). In classical applications, the eigenvalues
of the truncated tri-diagonal Hamiltonian matrix in
the Lanczos-basis |v;) are computed numerically. Al-
though the approximates converge relatively rapidly
to the low lying states of the original Hamiltonian,
the classical computation of the «; and §; are gen-
erally limited by the matrix dimension of the prob-
lem. For the quantum computing context we consider
the Lanczos recursion in the formalism of Hamilto-
nian moments (H") = (vi|H™"|v1), with respect to
an appropriate initial state, |v1) (e.g. in the ground
state sector of the Hilbert space). Some time ago, it
was found that there exists a general expansion of the
Lanczos matrix elements with respect to the Hamil-
tonian moments [13, 14]:
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where z is a continuous positive parameter related to
the recursion index [14, 22] (z = i/V for extensive
systems of volume V'), and the quantities ¢, are the
cumulants derived from the moments (H™):

n—2

=i =3 (" et
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The explicit general expressions for the Lanczos ma-
trix elements «(z) and B(z) allow powerful results
from orthogonal polynomial theory to be brought
into play [23, 24]. As a result, at all orders in the
z-expansion for the Lanczos matrix elements, the
ground-state energy of the Hamiltonian system can
be expressed directly via an infimum theorem [14]:

Eo = inf [a(2) —25(2)]- ()

This rather innocuous looking relationship actually
diagonalises the tri-diagonal Lanczos system in its




expanded form, allowing one to determine approxi-
mates, E(()inf)7 to the solution Ejy by truncating the z-
expansion to some maximum moment /cumulant order
Nmax- At first order in z, a general “infimum” approx-
imate for the ground state energy involving cumulants

to order npmax = 4 was derived [25]:

2
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The expression for E, represents the exact diago-
nalisation of the system with respect to a finite set of
cumulants (up to ¢4 in this case), with the second term
in Eqn (6) providing the corresponding correction to
the energy ¢; = (H) of the trial-state |@irial) = |v1).
It is worthwhile to note that Eéi“f) is no longer a strict
upper bound, and the relationship of the cumulant-
based correction to the variational result ¢; = (H) is
governed by the overlap of the trial-state with the true
ground state. In principle, one can determine higher
order infimum estimates [26], however, here we will
show the analytic Eéinf) expression for nyma.x = 4 al-
ready provides a convenient and powerful correction
to the variational calculation represented explicitly by
c1. Higher order contributions in Hilbert space driven
by the Hamiltonian of the system are neatly encap-
sulated in the cumulants, and since the correction to
the variational estimate of Ey obtained from the infi-
mum theorem corresponds to the diagonalised Hamil-
tonian in the tridiagonal Lanczos basis, derived ap-
proximates sum the associated (truncated) dynamical
effects to all orders. The Lanczos expansion and asso-
ciated infimum theorem has been applied to a number
of homogenous many-body systems, from quantum
magnetism [27] to lattice gauge theory [28], however,
the computation of moments for non-homogenous sys-
tems generally scale poorly on classical resources as
the system size grows. For systems of interest we seek
to directly compute these quantities on a quantum
processor.

We thus arrive at the quantum computed moments
(QCM) approach for estimating the lowest energy of
the problem Hamiltonian:

1. Problem mapping: H <> solution Ej

2. Reduction: H" — {[Ql(cn)]} TPB set to order
nmax

—

3. Design/prepare trial-state: |@erial(6))

—

4. Quantum compute ([Q,(Cn)])g in | Piriar (6))

5. Assemble moments (H")

<

— —

6. Assemble cumulants ¢y, (6) (at min ¢1(6))

—

7. Obtain infimum approximate Eéinf)( ) to Ey.

Before moving to implementation, we make a few
general remarks. The QCM approach places more

emphasis on the number of circuit runs on the quan-
tum computer and associated classical computation
to achieve a better energy estimate rather than in-
creasing the circuit depth in the variational approach.
The actual complexity of the quantum information
processing task involved in computing moments rel-
ative to classical resources is dependent on the de-
tails of the trial-state, as we note further on. At first
sight, the procedure for exponentiating the Hamil-
tonian appears to scale badly, however, the number
of terms can be tightly controlled by creating Ten-
sor Product Basis (TPB) sets. Another issue that
we focus on in the implementation is how shot noise
and device errors flow through the arithmetical op-
erations from TPB set measurements, to moments,
to cumulants. Although we have articulated the ap-
proach in the context of obtaining infimum estimates
for the ground-state energy, we note the quantum
computed moments may be used beyond this context
(see Conclusion) . The approach here is quite distinct
to recently proposed Lanczos-based methods [16-19]
and approximates in the connected moment expan-
sion form of the ¢-expansion [29-31]. The infimum
estimate corresponds to the diagonalisation of a trun-
cated cumulant expansion of the Lanczos tri-diagonal
basis, as opposed to the usual approach of computing
and diagonalising the truncated Lanczos basis itself,
e.g. the basis of the scheme proposed in [19].

4 Hamiltonian problem, operator re-
duction and scaling

To show how the algorithm performs in practice, we
will consider a non-trivial example system from quan-
tum magnetism. The quadratic Hamiltonian (den-
sity) for ¢ qubits is given by:

_ 1 (@) () (2)
H=-Y" (Jij XX, + IV, + IS Zizj) . ()
(i)

where the sum is over a problem graph defined by
the vertices (qubits) i = 1...¢, edges connecting qubits
{(ij)}, and couplings Ji(;) along each edge (s =
x,y,z). Here we consider nearest-neighbour 2D lat-
tices with free-boundary conditions. The uniform
coupling case Jff ) = Ji(;’) = Ji(jz) is the well known 2D
Heisenberg model, for which the problem of comput-
ing the exact ground state has been extensively stud-
ied. While the bipartite graph case can be mapped
to a stoquastic Hamiltonian [20], the QCM technique
can be used in general for harder Hamiltonian mod-
els, in particular Heisenberg models which are QMA
complete [21].

We first detail the Hamiltonian exponentiation and
the scaling of the effective number of Pauli strings
required for measurement. Initially, one concatenates
and compresses products of Pauli strings at each level
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Figure 2: Overview of Hamiltonian exponentiation. (a) Grouping of concatenated Pauli strings [P;")] in H™ into Tensor

Product Basis (TPB) sets [Q,(C")]. (b) Example: the first few TPB sets for the ¢ = 6 2D Heisenberg model. (c) Operator term
counts for H* before and after TPB grouping for the quadratic model defined on a 1D chain, heavy-honeycomb and square

lattice.
of H™:

n concatenation n n
i J
(8)

where the [Pj(n)] are g-length Pauli strings resulting

from the product reductions, and Ag") are the result-
ing weights. Naive counting suggests the number of
Pauli strings in the expressions corresponding to pow-
ers of the Hamiltonian increases exponentially with n.
However, by exploiting the properties of the Pauli ma-
trices and their commutation relations, the number of
strings required for measurement can be drastically
reduced by finding tensor product basis (TPB) sets
[Q] of Pauli strings that mutually qubit-wise com-
mute (QWC) [4]. Thus, we rewrite the operator H"
in terms of the TPB sets as:

n n n n TPB groupin n
H™ =" AW [P {[P(V]) =222, ((QM)]},

j

(9)
where products of Hamiltonian-level strings [Pj(n)] in
H™ are grouped to form TPB sets of QWC Pauli
strings, | ](gn)], which are labeled by the string | Ecn)]

itself (see Figure 2(a) and (b)). Measurement need
(n)
k]

J

only be carried out over the | , reducing the over-
all measurement burden accordingly.

Finding the optimal TPB sets [Qr(n)] can be
mapped to a minimum clique cover problem for the
equivalent graph and solved heuristically [32]. Here
we employ an identity-operator sorting algorithm.
Pauli strings are sorted into a growing collection of

TPB sets [Qxr(n)], starting with the Pauli strings
which have the lowest number of identities. Each
[Qk(n)] is created when a Pauli string does not QWC
with any other [Qx(n)] in the collection. When a Pauli
string P does QWC with an existing [Qx(n)], it is as-
signed to the corresponding TPB set, and identities
in the string [Qr(n)] change to one of X,Y, Z accord-
ingly to ensure that any new Pauli string added to
the set is QWC with P. The final TPB sets | ,g")]
of Pauli strings to be measured depends on the un-
derlying problem graph {(i j)}. To show this, we per-
form the reduction process for three types of graphs
— linear, heavy-honeycomb, and square lattice — for
systems defined on up to 36 qubits. In Figure 2(c)
we plot the growth with the number of qubits, ¢, for
naive term counting. The dramatic effect of the TPB
grouping process on the scaling is evident — for a given
q, the number of Pauli strings to be measured drops
by several orders of magnitude with sub-linear scaling
in q. The qubit-wise measurements of each of the con-
catenated strings [Pj(")] in the TPB set [Q\"] are re-
constructed from the qubit-wise measurements of the
string [Qén)] Repeated measurements are summed to

produce expectation values of the Pauli strings [Pj(")]
from which the moments (H™) are assembled.

5 Results

As a first application of the method we consider the
case of the 2D Heisenberg model defined on a 2 x 3

lattice with uniform coupling Ji(j) = 1. The first few
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Figure 3: Trial-state circuit construction. (a) General multi-parameter p-block trial-state construction for hybrid variational
approaches. (b) Quantum circuits for initialising the trial-state |@¢ria1(6)) over a 1D qubit array for the 2D 2x 3 problem: § = 7
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using the quantum user interface (QUI) system [33])

TPB sets produced by the grouping algorithm at or-
der H* are shown in Figure 2(b). Following a simpli-
fied version of the VQE construction Fig 3(a), we de-
fine a trial-state in single parameter form, |@erial(6)),
as shown in Fig 3(b). This choice of trial-state in-
cludes the antiferromagnetic Néel state at 0 = .
Away from 8 = w the full set of 2¢ states are en-
gaged (e.g. 6 = 0.77 shown). While the model it-
self is defined on a 2D lattice, we meet the challenge
of restricted qubit array connectivity by defining the
trial-state over a 1D array of qubits.

Results shown in Fig 4 correspond to the QCM
algorithm run on the IBM Quantum processor
ibmg_montreal — the qubits used are indicated on the
device map. Comparison simulations were run on the
Qiskit QASM simulator [34]. The default error model
used incorporates depolarizing error and readout error
to match those of the available devices. The single-
qubit depolarizing error rate is set to 0.001, and the
two-qubit depolarizing error rate is set to 0.01. For
readout errors we set Prob(0|1) = 0.03 and Prob(1|0)
= 0.015. We have plotted, as a function of the trial-

state parameter 6, the moments (H™), and associated
cumulants ¢, assembled from the QC measurements
of the TPB sets {[Q\"™]} up t0 Mmax = 4. Quantum
calculations were carried out using 5 x 1024 shots per
expectation value. Note: these are raw results with
no attempt at error mitigation or improved sampling
[35-38]. Compared to the exact/simulation results
(solid lines), the moments computed on the quantum
computer system are surprisingly free of shot noise,
with deviations largely due to the device errors. The
cumulants have higher statistical noise, as expected
given their composition in terms of the moments. In
Fig 4(d) we plot the infimum estimates E™ obtained
from the device runs together with variational results
on (H )y and simulations carried out for different noise
levels (zero to 8x device default error model). We
make the following observations:

(i) The infimum estimate significantly improves on the
variational result for the same trial-state;

(ii) Despite the classical manipulation of measured
quantities to assemble (H™) and ¢, the overall sta-
tistical noise in the final QCM infimum results ap-
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Figure 4: Moments-based quantum computing algorithm applied to the ¢ = 6 2D Heisenberg model (uniform couplings)
with respect to the single 6 trial-state (Fig 3). (a) Quantum computed Hamiltonian moments and cumulants, respectively,
assembled from the measurement of the expectation values of the TPB Pauli strings <[Q§€")]). Data points correspond to
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expectation value. Solid grey lines are simulations carried out using the Qiskit QASM simulator at zero noise. (b) Quantum
processor device map for ibmg-montreal showing the qubits used in the computation. (c) QCM infimum estimate obtained
from the device runs (orange data points), plotted as a function of the trial-state parameter 6, directly compared with the
benchmark variational results derived from (H)g (blue data points). The exact value is shown as a green dashed line. Orange
and blue solid lines correspond to simulations at different noise levels, from zero to a high-noise scenario in steps of 2x the

default device error model.

pears to be not too much greater than the variational
results, and certainly much less than their difference;
(iii) The quality of the infimum estimate derived from
the trial-state on the 1D qubit array persists for a
range of values of the trial-state parameter either side
of the variational minimum (0 = 7);

(iv) The simulations indicate the infimum estimate
is more robust to device noise than the variational
calculation on (H)y.

To test these observations we move on to larger
and more complex instances of the 2D model. The
1D trial-state form |¢ia1(6)) is retained, but the
model is generalised to the case of random couplings,
{JZ-(;C ’y’z)}. We note another important feature of the
QCM approach — once the Pauli string reduction and
measurements have been carried out for a particular
problem graph, one need not repeat when the cou-
plings in the problem Hamiltonian are changed. In

effect, one only needs to run the moments computa-
tion once on the quantum computer — the infimum
estimates for an arbitrary large ensemble of random
instances can be computed efficiently using classical
resources post-facto by recycling the quantum com-
puted moments output. For problem instances up to
4x4 we compute and compare with exact results, how-
ever, at 5 x 5 the Hilbert space dimension of the prob-
lem is O(107) and begins to challenge convenient clas-
sical computation. As a reference, we compare with
the 2D Heisenberg model case with uniform couplings
for which the ground-state is known numerically [39]
(Note the infinite lattice limit value is Fy = —2.676
in our qubit notation).

In Fig 5(a) we show the results for square lattices
3x3,4x4, and 5 x 5 (8192 shots per data point)
with the trial-state implemented on qubit chains as
shown on the IBM Quantum device ibmg_manhattan




(a) Results: 2D square lattice models for 3x3, 4x4 and 5x5
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Figure 5:

Comparison of QCM infimum and variational benchmark estimates for the generalised 2D Heisenberg model on

square lattices of increasing size. (a) Experimental results obtained from the IBM Quantum devices ibmg-manhattan and
ibmg_toronto (ibmgq_toronto data for 4 x 4: § = 0.77 and 6 = 1.37), with 8192 shots per point, plotted as a function of 0.
Solid lines correspond to zero-noise simulations (Qiskit QASM simulator) for variational (blue) and infimum (orange) estimates.
The exact ground-state energy is plotted as a green dashed line. For each lattice size the trial state |¢¢ria1(6)) (Fig 3(b)) was
encoded using a linear chain of qubits, as shown in the device map (b). (c) Approximation ratios with respect to the exact
results for the uniform coupling model and the random coupling ensemble average (10? instances). (d) Frequency distribution
over the random coupling ensemble for QCM infimum estimates and variational benchmark, compared to the exact results

calculated for 3 x 3 and 4 x 4.

Fig 5(b). Random coupling instances correspond
to choosing Jff’y’z) € [0,1) (three decimal places).
Across the board, the QCM infimum results improve
on the variational benchmark and are remarkably
close to the exact results given the 1D restriction of
|ptria1(0)). The data is accompanied by zero-noise
simulations, which clearly show that while the vari-
ational data points obtained with device noise consis-
tently move away from the true ground-state energy,
the QCM infimum estimates around the Néel point
are remarkably inert and maintain the robustness to
both noise and change in the trial-state as shown in
the ¢ = 6 results. In Fig 5(c) we plot the approxima-
tion ratio with respect to the exact result. The dif-
ference between the QCM results and the variational
benchmark is clear — device and shot noise are well
under control for the QCM infimum estimates. For
the largest 5 x 5 instance, the approximation ratio
with respect to the exact value (uniform 2D Heisen-

berg model [39]) for the QCM infimum estimates is
91%. The recycling of the one-time quantum output
also works well, despite the assembly process for (H™)
and c¢,, providing an ensemble of results over random
coupling instances — the ensemble distributions (10?
instances) are shown in Fig 5(d).

6 Conclusion

The Quantum Computed Moments approach pre-
sented here shifts the focus of the representation of
problem complexity from the trial-state to the quan-
tities being measured on the quantum computer —
Hamiltonian moments. We demonstrated the method
on models of 2D quantum magnetism using IBM
Quantum processors for instances up to 25 qubits.
At order (H*), the data suggests the classical pre-
processing into TPB scales sub-linearly for these mod-




els. For our investigations a single-parameter trial-
state was chosen, implemented over relatively shallow
depth circuits on the devices at hand, and which en-
compassed the antiferromagnetic Néel state. Hamil-
tonian moments to fourth order were quantum com-
puted and the infimum estimate obtained was found
to provide a significant correction to the variational
estimate. The infimum results were stable over a sig-
nificant range of the variational parameter either side
of the minimum (H) (Néel point). The 5 x5 instances
begin to surpass convenient classical verification, how-
ever, our results compared well to those reported in
the literature for the uniform coupling case [39]. Our
trial-state was chosen as a simple benchmark for com-
parison purposes, rather than the quest for precision
in the final result. Given the relative robustness of
the infimum results to device noise we expect there is
scope to improve the precision further through more
carefully designed trial-states and/or error mitigation
on the measured quantities [35, 36]. On the ques-
tion of relative computation workload on the quan-
tum processor: for the benchmark trial-state used
here the classical computation of the moments can
be cast as an efficient sampling problem given the
structure of the trial-state circuit [41]. More complex
trial-states can be constructed, however, our focus
has been on demonstrating the robustness of the ap-
proach — in particular that away from the Néel point
at § = 7 where the trial-state is more populated, the
estimates clearly survive the effect of device errors and
shot noise on the arithmetical processes. Finally, we
demonstrate an important feature of the hybrid calcu-
lation — once the TPB measurements are carried out
on the quantum computer, the infimum estimate for
any other Hamiltonian of the same form can be com-
puted entirely in the classical post-processing. Our
results for random coupling instances are obtained by
recycling a one-time set of quantum measurements
over the single-parameter trial state. Even though
the trial-state is more suited to uniform couplings,
where we were able to perform exact calculations, the
relative precision of the QCM infimum results con-
sistently holds as per the uniform Heisenberg model
case.

In this work we have focused on the practicali-
ties of the quantum computation of Hamiltonian mo-
ments to produce estimates of the ground-state en-
ergy of a given problem. In introducing the moments
based approach we have demonstrated the relative im-
provement possible over variational calculations for
the same relatively simple trial-state. In principle,
higher order approximates can be obtained from the
cumulant expansion. Further studies would include
a systematic analysis of different trial-states on the
precision of the estimates obtained and the potential
to provide stable results within the quantum volume
[40] constraints of state-of-the-art devices. Of par-
ticular interest, relevant to the question of quantum

advantage, would be the question of simulatability of
the moment calculation with respect to the quantum
volume and degree of entanglement in the trial-state.
In terms of scaling, we have shown in the lattice spin
problem considered that the TPB set reduction of-
fers significant savings in both classical computing re-
quirements in the pre-processing step, and the num-
ber of measurements on the quantum system. For
problems with a large number of terms in the base-
level Hamiltonian, e.g. in quantum chemistry systems
which scale as N* with respect to the number of or-
bitals N, we expect the naive term count in H* to
similarly drop significantly in the reduction process,
however, further work is required to determine the de-
gree of compression in such cases. Additionally, per-
turbative approaches and/or cut-off thresholds could
be usefully applied to maintain a workable scaling in
H™. Expectation values of other quantities of interest
can be obtained in a Hellmann-Feynman approach by
computing the ground-state energy in the presence of
the appropriate term in the Hamiltonian [43]. Going
beyond ground state energy problems, there is scope
for determining the solution configuration through the
Lanczos approach, as well as the application of similar
moment based results for excited states [42], and the
application to ZZ optimisation problems by system-
atic inclusion of mixing terms in the corresponding
Hamiltonian form of the problem — thereby expanding
the class of problems the approach could be applied
to.
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